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Abstract 
Research in Augmented Reality (AR) and Virtual Reality (VR) has 
mostly viewed them in isolation. Yet, when used together in practi-
cal settings, AR and VR each offer unique strengths, necessitating 
multiple transitions to harness their advantages. This paper inves-
tigates potential challenges in Cross-Reality (CR) transitions to 
inform future application design. We implemented a CR system 
featuring a 3D modeling task that requires users to switch between 
PC, AR, and VR. Using a talk-aloud study (n=12) and thematic anal-
ysis, we revealed that frictions primarily arose when transitions 
conflicted with users’ Spatial Mental Model (SMM). Furthermore, 
we found five transition archetypes employed to enhance produc-
tivity once an SMM was established. Our findings uncover that 
transitions have to focus on establishing and upholding the SMM of 
users across realities, by communicating differences between them. 

CCS Concepts 
• Human-centered computing → Mixed / augmented reality; 
Virtual reality; Laboratory experiments. 

Keywords 
Cross-Reality Transitions, Augmented Reality, Virtual Reality, Cross-
Device Interaction, Transitional Interfaces 

ACM Reference Format: 
Julius von Willich, Frank Nelles, Wen-Jie Tseng, Jan Gugenheimer, Sebastian 
Günther, and Max Mühlhäuser. 2025. A Qualitative Investigation of User 
Transitions and Frictions in Cross-Reality Applications. In CHI Conference 
on Human Factors in Computing Systems (CHI ’25), April 26–May 01, 2025, 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage and that copies bear this notice and the full citation 
on the first page. Copyrights for components of this work owned by others than the 
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specific permission 
and/or a fee. Request permissions from permissions@acm.org. 
CHI ’25, Yokohama, Japan 
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM. 
ACM ISBN 979-8-4007-1394-1/25/04 
https://doi.org/10.1145/3706598.3713921 

Yokohama, Japan. ACM, New York, NY, USA, 18 pages. https://doi.org/10. 
1145/3706598.3713921 

1 Introduction 
In modern society, computers play a vital role in many productive 
settings. Novel technologies, such as Augmented Reality (AR) and 
Virtual Reality (VR) demonstrated potential in training for a wide 
range of use cases [9, 45, 55, 66]. With previous research demon-
strating that users can transfer information seamlessly between 
different realities [62], incorporating different technologies into 
one application, leveraging their respective benefits, seems sensible. 
However, it is still unclear how to design ideal applications across 
multiple realities, and even when systems attempt to merge these 
technologies to capitalize on their individual strengths [63], the 
transitions between them are often overlooked. 

While research has focused on developing and evaluating transi-
tion mechanisms between realities [36, 60], a comprehensive un-
derstanding of the underlying frictions and issues remains a critical 
yet relatively unexplored area, particularly in the context of AR [2]. 
To address this gap and gain deeper insights into these underlying 
frictions, we pose three research questions aimed at exploring how 
users perceive and interact with Cross-Reality (CR) transitions. 

RQ1: Which frictions do the users perceive during transitions 
between PC, AR, and VR? 

RQ2: What are contributing factors for these frictions? 
RQ3: How do users use transitions in their workflow? 

To answer these questions, we conducted a qualitative study 
(n=12) to explore and understand transitions between different 
realities. We designed a 3D modeling task that required frequent 
transitions between PC, AR, and VR. During the experiment, we 
used a talk-aloud approach, asking participants to verbalize their 
plans and impressions, reporting frictions they experienced. 

We conducted a semi-structured interview after the 3D mod-
eling task to ask about problems with the participants’ workflow 
in the context of technology transitions and possible mitigation 
mechanisms. All the recorded audio from the modeling task and 
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interview was transcribed, and the task recording was coded using 
a mixed inductive and deductive approach [27]. 

Our thematic analysis revealed 1) friction points, such as forget-
ting one’s position in a specific reality, 2) that participants formed 
consistent Spatial Mental Models (SMMs) across realities, and 3) 
distinct transition Archetypes used by participants, such as the 
Gradual Transition, which uses AR as a stepping stone between 
PC and VR. These findings are consistent with related work finding 
specific transitions to be avoided, and highlight the importance 
of expressive CR transition mechanisms, explaining differences 
between realities to the user. 

With our findings, we could also contextualize SMMs of tran-
sitional interfaces across realities. Based on this model, we could 
formulate clear design goals for CR transitions, such as minimizing 
or explaining changes in position, rotation, and scale between real-
ities to the user. Furthermore, we provide multiple examples of CR 
applications tackling problems most commonly encountered in our 
user study, providing suggestions for future, transitional interface 
design. 

Our main contributions are 1) findings in the form of themes 
and their connections from the qualitative study (n=12), 2) insights 
resulting from the thematic analysis of these findings, highlighting 
the importance of preserving SMMs in CR applications, and 3) an 
explanation on how SMMs exist in the context of CR applications. 

2 Related Work 
This chapter provides an overview of CR, necessary to understand 
where our research will take place. We explain key terminology 
used in this paper, highlight how past work explored Multi-Reality 
and Cross-Reality workflows, and give an introduction to (spatial) 
mental models, explaining how users understand complex applica-
tions. 

2.1 Key Terminology 
Since the definition of terminology surrounding Mixed Reality (MR) 
by Milgram and Kishino [53], it has been adapted and refined 
throughout the years. As such, we will clarify which terminol-
ogy will be used throughout this paper to avoid confusion: We 
will use terminology based on the recent survey paper by Auda et 
al. [2]: With Mixed Reality (MR) as an umbrella term for everything 
on the continuum defined by Milgram and Kishino [53], including 
Augmented Reality (AR) and Virtual Reality (VR). VR describing 
an entirely synthetic environment, which can be experienced using 
a Head-Mounted Display (HMD). AR denoting applications over-
laying virtual content onto the real world, or vice versa, merging 
both VR and reality. We chose to omit Augmented Virtuality, as 
the distinction between Augmented Reality and Augmented Virtu-
ality is subjectively ambiguous and often related to the technology 
employed. Finally, we use Cross-Reality (CR) to denote interfaces 
and applications crossing the borders between reality, AR, and VR. 

2.2 Multi-Reality Applications 
Several works have researched the user experience of applications 
using more than one reality. We divided the existing research into 
multiple segments: 1) Mixed Reality featuring scenarios where the 
user does not transition along the reality-virtuality continuum but 

is presented content from different realities, 2) CR interfaces with 
the user acting in multiple realities, and 3) transition mechanisms, 
aiding the user when they move along the reality-virtuality contin-
uum. 

2.2.1 Mixing Realities. MR approaches can work in different di-
rections on the reality-virtuality continuum. Either by including 
real-world content in VR or by overlaying virtual content onto the 
real world. Automated approaches for specific objects, such as coffee 
mugs [18], writing pens and hands [3], or passers-by [52, 74] exist. 
But also approaches giving control to the user on where they want 
to see content from a different reality, such as "RealityLenses" [76] 
or "MagicLens" [16], aim to soften the border between realities. 
Mixing a real environment, AR, and VR, Ayyanchira et al. [4] built 
an application to navigate through a real-world building. Using a 
small scale AR/VR model, the user can overlook the whole building, 
which can also be used in 1:1 scale using a smartphone or HMD. 

Another group of approaches tackles this disconnect between 
the virtual and the real world from the other direction, overlaying 
virtual content onto the real world. They either use the real world 
as input [67] or to provide context [6]. Using the real world as input 
allows for more intuitive interactions [51] while using it to provide 
context allows for more intuitive understanding [11, 21, 35, 71] 
of data. Cheng et al. developed an application that automatically 
arranges AR interfaces in the real world, drawing from the benefits 
of this intuitive, spatial understanding [22]. "ModularHMD" allows 
the user to add or remove modules on an HMD to select between a 
fully virtual and a real-world view [32]. The authors used one HMD 
with three removable modules around the user’s field of view, each 
allowing four states: occluding (to get a narrower field of view), a 
wider field of view in VR, video see-through of the real world, and 
removed. 

From these approaches, it is clear that mixing interaction paradigms 
in order to draw from their respective strengths is a promising ap-
proach. However, as Chioss et al. have shown, AR interfaces can 
also be detrimental to cognitive load. Thus, the decision to use them 
must be well-considered [23]. Overall, it is clear that there are still 
open challenges in the field of MR, including "more mature and 
better-tested HCI concepts" [24]. 

2.2.2 Cross Reality and Transitional Interfaces. Multi-device appli-
cations are a good entry point for understanding how users think 
across multiple realities. 

Brudy et al. [17] provide a valuable taxonomy of this research’s 
extensive body, establishing multiple categories for classification, 
as well as showing that users use different devices for specific sub-
tasks. This separation might also exist for different realities in CR 
tasks. Jokela et al. studied the use of multiple information devices, 
like smartphones and laptops, in everyday tasks [42]. They found 
that if multiple devices were used in parallel, they were usually 
used for multiple perspectives on the same task, dedicating each 
device to a specific view or application. Cools et al. [26] explored 
extending interfaces beyond a normal screen using a desktop-AR 
prototyping framework. Within their prototype, objects created 
and manipulated on PC could be moved seamlessly into AR to get a 
3D perspective of the previously flat representation. They describe 
the ability to do more detailed work on the PC and to have a more 
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natural view of the objects in AR, which supports the spatial model 
of the user, a concept influencing our study design. 

While AR is usually employed to display information across re-
alities, CR and transitional interfaces [20, 29] allow users to also 
act across realities. The corresponding design space, as defined by 
Wang et al. [79], shows the wide applicability of these approaches. 
Employing them to effectively transfer information and act along 
the reality-virtuality continuum [62] enables the design of inter-
faces drawing from their individual strengths. 

An early example of CR transitional interfaces is the "Magic-
Book" by Billinghurst et al. [8], showcasing the low barrier of entry 
these interfaces have to offer. Roo et al. created "One Reality" [63], 
leveraging interactive surfaces, AR and VR for their respective 
strengths in different stages of a continuous workflow. However, 
they did not look into transitions between realities. Cools et al. [25] 
present five different interaction methods to transition objects be-
tween AR and VR. Their "Auto Blended Space" method, rated best 
by users, blends the source and target realities when the user grabs 
an object in the source reality, allowing the user to seamlessly move 
into the target reality along with the object. Extending CR with 
tangible user interfaces, Kaimoto et al. [44] implemented an ap-
plication using tangibles across realities. Their application allows 
users to draw digital sketches in AR influencing tiny robots that 
act as tangibles and vice versa. Jung et al. [43] implemented "In 
Limbo" to transition users from reality to VR to establish a men-
tal link between the user’s own body and their virtual body in 
VR, suggesting a connection between different realities. Wang et al. 
showcased "Slice of Light" [77], allowing users to move between dif-
ferent VR instances, featuring VR to VR transitions in a multi-user 
environment. 

CR approaches can be especially powerful if they employ interac-
tion paradigms users already learn in their daily lives. Approaches 
such as interactive, modular architecture models [65] reporting 
their state to an analyzing software. Or "DualCAD" by Millette 
et al. [54], a CR CAD application, using AR and motion controls, 
and "BISHARE" [82] which uses a smartphone as input for a CAD 
application, similar to "DualCAD". Using a smartphone or tablet is 
a common use-case, showcasing how applications can benefit from 
cross-device interaction [5, 12, 30, 31, 48]. These applications were 
generally well received for their ease of use and learnability. 

The success of these applications in the design space of CR shows 
the potential for future transitional interfaces. However, we still 
need a suitable understanding of how to design them in an engaging 
and usable manner. 

2.2.3 Exploring Transitions. If applications leverage different real-
ities’ strengths, users need to switch reality often, depending on 
their current task. For transitional and CR interfaces to support the 
user efficiently, these transitions must work without hindrances, 
keeping the user in their current workflow. Thus, exploring and 
understanding the frictions of transitions between realities is key. 
From their elicitation study, Piumsomboon et al. [59] gathered a 
wide variety of MR disengagement mechanisms suitable for transi-
tioning users out of MR. Knibbe et al. [47] evaluated the moment of 
exiting VR, seeking to understand what exactly happens from the 
user’s point of view at that moment. They found that participants 

mentally prepared their transitions and that spatial disorientation 
played a vital role, a result we could also find in our study. 

In contrast to transitions back to reality, transitions across dif-
ferent realities offer a richer design space. These transitional in-
terfaces are still an active research area with many interesting 
approaches [7, 40]. George et al. conceptualized different transi-
tion methods, evaluating two portal-based metaphors in a search 
task across realities [36]. They concluded that a hand-held por-
tal metaphor can support transitions between realities, by provid-
ing a link between realities, a theme we also found in our study. 
Pointecker et al. evaluated the influence of different transition mech-
anisms on participants’ performance in an information-gathering 
task across multiple realities [60]. They found a simple fade to work 
best for productivity applications, while a portal metaphor is best 
suited for hedonic applications, such as games. 

Wang et al. [78] explored the impact of state synchronization 
on transition perception and behavior. They concluded that users 
in general try to avoid transitions as much as possible, with syn-
chronization of states between realities lowering this friction, a 
statement consistent with our findings. Schröder et al. have thor-
oughly analyzed the interplay between two users moving along 
the reality-virtuality continuum, solving a common task [64]. They 
found that users avoided specific transitions rather than realities. 
For example, transitions from VR to PC were avoided, while tran-
sitions from AR to PC and VR to AR were used readily. This also 
matches our findings. 

However, the topic of how to transition a single user between 
realities is not yet conclusively examined, as researchers and de-
signers cannot draw on their previous experience with traditional 
interfaces [80], as CR frictions are not well understood. 

2.3 Mental Models 
In order to understand how users interact with a specific application, 
we need to find a suitable representation of how they form this 
understanding. One suitable theory is mental models, explaining 
the interplay between the user’s idea of how an application works 
and how the application is designed to be used. 

Johnson et al. describe a Mental Model as a "small-scale model" 
containing a user’s internal representation of an external real-
ity [41]. Users form these models based on their assumptions of how 
different parts of, e.g., a computer application relate and influence 
each other [19, 46, 58]. 

In our paper, we will focus on Spatial Mental Models (SMMs), 
describing spatial relations between different systems, as the par-
ticipants’ understanding of the system’s assumed inner workings 
was not our main concern. 

2.3.1 Spatial Mental Models. Besides user interfaces, a Mental 
Model can also represent other concepts. One prominent example 
is the Spatial Mental Model (SMM) that preserves coarse spatial rela-
tions of an environment coherently [73]. Prior research has found 
spatial relations can be easily comprehended from language [34, 70] 
as well as from direct experience. Recent research also found hu-
mans can form SMMs from virtual environments [37, 72, 75] and 
that suitable design can strengthen these SMMs [1]. 
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2.3.2 Research Gap. Both the Mental Model and SMM are rele-
vant in the context of transitioning between different realities. The 
Mental Model describes how the interface changes and the SMM 
describes how the space around the user changes. Although ex-
isting interface design theories can be employed to optimize the 
user’s Mental Model, the role SMMs play in CR transitions is still 
not understood. 

3 Method: Task, Apparatus, and Procedure 
To gain insights into what happens before, during, and after a 
reality switch, we created a CR application and accompanying 
tasks aimed to induce transitions between PC, AR, and VR. For 
example, participants would be tasked to use their body as a scale 
reference in VR, then switch to AR to adjust accordingly. 

When participants switched between realities, we asked them to 
talk-aloud and report why they did it. By recording their responses 
in combination with a semi-structured interview, we formed a body 
of transition data to answer our research questions. 

3.1 Spatial Interaction Task 
The task we gave the participants was to create a statue in the 
city center of Darmstadt. The task was divided into ten sub-tasks, 
in combination with separating capabilities between different re-
alities, this induced additional transitions. The subtasks included 
building the statue using PC, placing the statue in the city using 
AR, and observing it in the city context, using VR. We designed the 
subtasks with the goal of eliciting transitions by requiring the use 
of different capabilities, spread across the different realities. The 
tasks were handed out on flash cards and the participants were 
verbally reminded of the task when they asked. The exact sub-task 
descriptions in English and German are listed in Appendix A. 

3.2 Spatial Interaction Apparatus 
The objective of this apparatus was to enable the spatial interaction 
task across three realities. While previous work suggested not to 
make capabilities unique to one reality [54], eliciting transitions 
was our primary concern. This artifact encompasses a traditional 
keyboard-and-mouse interface (PC), an AR, and a VR component. 
For AR and VR we used a Varjo-XR3 HMD, enabling seamless 
switching between AR and VR. The headset was connected to the 
PC under the desk by a cable. The interaction was facilitated using 
two HTC Vive controllers. In addition, we utilized a 1:1000 scale 
model of Darmstadt, placed on a table, so it was within reach. 

Users were tasked to create an abstract statue in the city model. 
The city model also served as a reference in AR. All three modes, PC, 
AR, and VR had different capabilities to encourage more transitions 
between realities, similar to the approach by Schröder et al. [64]. 
However, we decided to replace the tablet-based AR interface with 
an HMD-based interface to provide both very simple and very 
complex processes for transitioning hardware-wise. The application 
featured a unified workspace, allowing users to modify the same 
statue across all modes. 

3.2.1 Interplay of the Different Realities. The apparatus spans three 
different realities, PC, AR, and VR, which are explained below. Users 
could freely transition between realities whenever they wanted. 
When transitioning away from PC, users had to put on the HMD, 

Tracking Space 

HMD Space Build Area 
Landmarks 

Build Area 
Landmarks 

Figure 1: Pictures of the study setup. Representing the real 
world on the left and the virtual copy on the right. Partici-
pants could place down the HMD and controllers on the table 
(red) and could freely move in front of the city model (blue). 
The two landmarks were marked with small stickers, high-
lighted in yellow in this picture. The area the statue would 
be built in is shown in green. 

which automatically detected if it was worn and changed to the 
appropriate reality. The HMD saved the last used reality, returning 
to it when put back on. Participants could change this state by 
clicking a button in the PC interface or pressing a physical button 
on the side of the HMD when worn. Returning to PC was achieved 
by simply taking off the HMD. 

The whole working area in which the statue was supposed to be 
built was contained in a see-through cube, which we call EditZone. 
This EditZone was faintly visible in all three realities, could only 
be moved in AR, and the PC camera always pointed at it. Note that 
the EditZone was chosen to be unobtrusive. As such, it is barely 
visible in still frames but could be observed more easily in moving 
3D. Its position and rotation were updated in all realities when it 
was moved in AR. 

When switching to VR, the participant returned to the position 
where they left VR. This was done because it ensures that actions in 
other realities do not affect the state of the VR environment apart 
from the statue. Furthermore, adding a different behavior would 
mitigate issues this setup is supposed to uncover. At the start of the 
study, the city model in VR was correctly aligned with its real-world 
counterpart and thus AR. 
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Figure 2: Example of the three realities used in our apparatus. 1) Shows the participant preparing to move from PC to AR, 2) 
shows the participant in front of the city model, looking at their statue in the overall city context, and 3) shows the participant 
looking at their model within the city at a 1:1 scale. The opacity of the box indicating the EditZone was increased for better 
visibility in the screenshots. 

3.2.2 PC. The PC part of the application features a simple, CAD 
software-inspired interface. Here, users could translate, rotate, scale, 
color, place new, and delete existing primitives. The viewpoint could 
be changed by moving a virtual camera with the mouse. In this 
mode, users could not see the digital city model; as such, they 
needed to use either AR or VR to see the statue in the city context. 

The users controlled most operations via keyboard shortcuts 
(single key). Only the operations for placing new primitives and 
selecting a color were implemented as clickable items within the 
GUI. For the translate, rotate, and scale operations, gizmos were 
shown attached to the object. They enabled interaction with the 
primitive in the respective mode, comparable to the object manip-
ulation gizmos available in Unity. The PC interface is depicted in 
Figure 3. 

New primitives spawn in the middle of the EditZone on a checkerboard-
patterned floor. The checkerboard pattern is only visible in the PC 
view, serving as a frame of reference. The rest of the walls are only 
slightly visible to not inhibit the user. 

We chose these capabilities, as we found PC interfaces to be 
well-suited for quick and accurate positioning tasks. We chose to 
only allow coloring in this mode in order to encourage additional 
transitions, even though AR and VR are also suitable. The desk-
top was configured for seated interaction, and an office chair was 
provided. 

3.2.3 AR. In this mode, participants could translate and rotate 
primitives with the controllers, but scaling was only possible for 
the EditZone and, thus, the whole statue. Furthermore, users could 
move the EditZone in the physical city model, enabling them to 
view it in the greater context of the city. 

Controlling the interface was done via the HTC Vive controllers’ 
buttons, the same applies to VR. 

At the beginning of the study, the EditZone was placed on the 
city model in a spot unrelated to the task. The users could not 
see the PC UI in this mode, as we turned the screen black while 
the HMD was worn. This was done to clearly track which reality 
participants were in at any given time. 

3.2.4 VR. In this mode, participants could scale and translate the 
city model around them, effectively allowing them to move through 
the city at any scale they desire. A simple point-and-teleport loco-
motion was also implemented. As such, this mode enabled them 
to correctly grasp the scale of buildings and their statue and judge 
obstructions from different viewing angles. The statue as a whole 
could not be scaled or otherwise modified. However, single primi-
tives could be translated and rotated. 

The colors of the city model were slightly changed in comparison 
to the real model to make the buildings more discernible: the roofs 
were colored red, and the floor was shaded by in-engine lighting 
(Figure 2.3). 
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Figure 3: PC setup of the apparatus. Left the view participants 
had when using PC input, with primitive selection on the 
left, EditZone with manipulation gizmo (visibility of the 
surrounding cube exaggerated for better visibility), and color 
selection on the right. The picture on the right shows the 
setup in the real world, including input cheat sheets and task 
flashcards. 

To make the participants more confident not to walk into obsta-
cles, we added the desk with the computer and the table holding 
the city model in VR. This was necessary, as once the city model 
was moved, there would have been no indication of where the ta-
bles were. The participants could disable these tables by pressing a 
button. The desk and tables were re-enabled with every transition 
to VR to minimize the risk of participants walking into them. 

3.3 Procedure 
When the participants arrived in the lab, we provided a consent 
form, explained the experiment, informed them that they were be-
ing recorded, and could quit the experiment at any time without 
consequences. We introduced them to the concept of the talk-aloud 
approach, walked them through the different user interfaces and 
provided cheat sheets for the controls should they need to refresh 
their memory. Furthermore, we explicitly mentioned that the study 
was designed to elicit more transitions by splitting up the appli-
cation’s functionality across realities and by providing the task 
piece-wise so that they could not bundle work packages for each 
reality. We allowed the participants to get used to the application 
before giving them their first sub-task. 

During and directly after transitions, participants were asked to 
verbalize their plans and impressions, reporting the friction they 
experienced. We refrained from interrupting participants mid-work 
step so as not to distract them from the task at hand. A negative 
side effect of think-aloud approaches, also highlighted by Nielsen 
et al. [56, 57]. Thus, we used a talk-aloud process as opposed to a 
think-aloud process to improve data quality. 

After they finished the task, we conducted a semi-structured 
interview, asking about transitions in detail, problems encountered, 
and suggested solutions or missing features. At the end, the partic-
ipants filled out a questionnaire about their person and previous 
experiences in 3D Modeling, AR and VR. The procedure lasted one 
to two hours, depending on the participants’ progress during the 
talk-aloud study. 

The study was conducted in compliance with our university’s 
ethics guidelines. 

3.4 Recording 
The talk-aloud study and the semi-structured interview were recorded. 
We used a webcam facing the user on the PC and the area used in 
AR and VR. The PC and HMD interfaces were recorded as screen 
captures. Additionally, we used four microphones across the work-
ing area: One in the webcam, one attached to the HMD, one above 
the city model in the middle of the room, and one in front of the 
interviewer. The application recorded transitions, including their 
directions and timestamps. 

The individual audio recordings of the talk-aloud studies and 
the semi-structured interviews were transcribed using whisper1 . 
They were manually merged and corrected when the automated 
approach did not yield satisfying results. For the talk-aloud tran-
scripts, transitions were added at the correct time it was performed, 
including the information from which to which reality participants 
transitioned. These transcripts formed the basis for our qualitative 
analysis. 

3.4.1 A Comment on Translation. The study was performed in 
either German or English, depending on the participant’s preference. 
We decided to leave all transcripts in their respective languages 
since the authors involved in coding speak both languages. While 
translation is possible and has been done before [13], we decided 
to avoid it, as even partial translations [68] cost time and may 
introduce inaccuracies [38]. We created the codebook in English to 
avoid inaccurate translations after the coding process, as suggested 
by Esfehani and Walters [33]. 

3.5 Participants 
We recruited 12 participants via word of mouth from different uni-
versity institutes until no new insights were gained, thus reaching 
saturation [39]. Eight participants identified as male, three as fe-
male, and one as agender. They were between 22 and 41 years old 
(𝑀 = 28.8𝑦, 𝑆𝐷 = 6.7). Five of the participants were researchers, 
the others being students. Participants were asked for their expe-
rience with AR, VR, CAD/3D modeling, and their geographical 
knowledge of Darmstadt on a 5-point Likert-scale (1=no experi-
ence, 5=expert). The responses were diverse, averaging in medium 

1https://github.com/openai/whisper 

https://github.com/openai/whisper
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knowledge (AR: M=2.50, SD=1.19; VR: M=3.00, SD=1.29; CAD/3D: 
M=3.16, SD=1.14; geography: M=3.08, SD=1.11). Six participants 
wore glasses, three wore them during the study, the others did not. 
Two of the participants reported having a red-green color weak-
ness. Three participants performed the study in English and nine 
in German. Each participant’s run took between 60 and 90 minutes, 
depending on the level of detail with which they wanted to follow 
the task instructions and how well they coped with the different re-
alities and transitions. No compensation was offered in accordance 
with local regulations. 

3.6 Qualitative Data Analysis and Coding 
With the prepared transcripts, we performed a descriptive, mixed 
deductive and inductive coding approach [13]. While these labels 
help roughly describe the approach used, we will still explain how 
exactly we approached the analysis to avoid confusion, as qual-
itative research is often custom-tailored to the question at hand 
and researchers employing it, as explained in detail by Braun and 
Clarke [14]. 

After three authors got a first impression of all transcripts, we 
held an initial code-finding session. In this session, we created a first, 
thematically structured codebook focused on describing transitions. 
This initial codebook included the concept of participants form-
ing a Mental Model across realities, as well as different transition 
Archetypes. 

With this codebook, one author pre-labeled the first three talk-
aloud transcripts, adding new codes as they appeared in the text. 
These three transcripts and new codes were discussed among the 
same three authors to create a unified understanding of the subject. 
Afterward, two authors coded five transcripts each, with one tran-
script as overlap to compute the Intercoder Coefficient, which we 
computed as 0.64 using Brennan and Prediger [15]. Disagreements 
in this transcript were then resolved together, resulting in only one 
coded document per transcript. 

In every case, unclear transitions were marked and discussed 
with the other authors. The video recordings were used throughout 
the coding in situations where the transcripts did not suffice, and 
the actions of the participants were important. 

The final codebook, including criteria, can be found in Appen-
dix B. 

4 Results and Observations 
In this section, we present common themes identified in our the-
matic analysis about how participants perform and perceive tran-
sitions across VR, AR, and PC. We will start by presenting the 
frictions we identified, discuss which factors contribute to them, 
and which strategies participants employed to solve their task in a 
CR workflow. Quotes in this section are verbatim if the participant 
spoke English or translated analogously from German if the partic-
ipant spoke German. Participants are labeled with P01 to P12, and 
timestamps are given at 30-second intervals. Codes from our code 
book, see Appendix B, will be written in small capitals. 

4.1 Frictions (RQ1) 
Overall, we could identify three main frictions during our experi-
ment: 1) disorientation, 2) Fear of the Unknown, and 3) (physical 

and mental) effort. The first two frictions are inherent to CR tran-
sitions, while effort can mainly be attributed to the technology 
employed and our apparatus. 

Disorientation Participants often experienced Disorienta-
tion immediately after transitioning between different re-
alities, not understanding where they were in the new en-
vironment. This was especially prominent between AR and 
VR. 

Fear of the Unknown Not knowing what to expect can be 
very deterring [61], an effect we could also observe in our 
experiment. Participants reported negatively on being un-
certain where they would appear after a transition to VR. 
Some participants further reported avoiding transitions if 
they were not sure what they would see in the other reality. 

Effort Finally, participants also talked about how discomfort 
and effort made them avoid transitions. They reported de-
laying taking off or putting on the HMD as long as possi-
ble. They even completely omitted transitions, using more 
strenuous alternatives, such as reading text in the AR video 
pass-through instead of taking off the HMD. 

While identifying these frictions is a vital step toward under-
standing how users perceive CR transitions, it is also important to 
understand which factors contribute to them. Understanding how 
to minimize these frictions and how different factors contribute to 
them is crucial. 

4.2 Contributing Factors (RQ2) 
This section will discuss the individual contributing factors we 
identified and which frictions they contribute to. In Table 1 we 
provide an overview of which codes commonly occurred together 
and which frictions the associated problems influence. 

4.2.1 Uncertainty. Participants talked about how they did not 
know what to expect in the beginning of the experiment and how 
this lack of Expectation influenced their transition behavior. “[Af-
ter one of the first transitions from AR to VR] I still don’t know where 
I will end up” (P05, Minute 24:30). They also reported not knowing 
where they would influence their transition behavior, which con-
tributed to their Fear of the Unknown. “[Transitioning from PC to 
VR via AR] I don’t want to go to VR again. Because I don’t know what 
I will see. And I will lose the sense of direction” (P04, Minute 53:00), 
or “[Before transition to VR] I’m still learning where I will appear 
[after a transition to VR]” (P05, Minute 73:30). 

In general, participants usually had fewer problems accurately 
voicing Expectations regarding their position the longer they 
used the application. For example, one participant stated, “[Before 
transitioning from PC to VR] I expect that I will be standing on [land-
mark] when putting on the headset. [Transition to VR] Good, that 
worked” (P01, Minute 09:00). We observed that forming accurate 
expectations counteracted both disorientation after a transition and 
Fear of the Unknown before a transition. Especially towards the end 
of their trial, participants started formulating their Expectations 
when transitioning. They usually commented on how everything 
worked as Expected and how this made transitions more pleasant, 
e.g. “[Transition to VR] This transition now was pleasant. I roughly 
knew where I am standing, and I saw what I expected.” (P08, Minute 
23:30). This ability to plan suggests the existence of some kind of 
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Frictions 

Code Group Code (count) Occuring with (count) D FoU E 

Acting Across 
Realities 

Anchor Point (44) Alignment (6), Position (5) × × 
Real World Adjustment (9) - × 

Task Preparation (9) Anchor Point (3) × 

Discomfort 

Cognitive Effort (6) - × 
Cognitive Strain (13) - × 
Physical Effort (15) - × 
Physical Strain (14) - × 

Occurrences Disorientation (20) Position (9), Expectation (7), Consistency (5), Forgetting (5) × × 
Forgetting (29) Position (6), Disorientation (5) × × 

Requirements 
Consistency (48) Expectation (24), Position (21), Rotation (10) × × 

Control (5) - × 
Expectation (56) Position (26), Consistency (24), Rotation (10) × × 

Spatial Mental 
Model 

Alignment (21) Anchor Point (6), Consistency (6), Position (5) × 
Different Perspective (20) Alignment (4), Position (3), Consistency (2), Scale (2) × × 

Position (78) Expectation (26), Consistency (21), Disorientation (9), Rotation (7) × 
Rotation (21) Position (13), Expectation (10), Consistency (7) × 

Scale (14) Expectation (5) × 
Table 1: Representation of relevant codes, grouped by the code groups used in the code book. The number in brackets denotes 
the number of occurrences and joint occurrences. The last column (Frictions) denotes which frictions these codes are relevant 
to. D = Disorientation, FoU = Fear of the Unknown, and E = Effort 

SMM the participants use to understand how the different realities 
are connected. 

4.2.2 Forgetting. Participants reported Forgetting details from 
realities they were not currently in. A common theme was partic-
ipants remarking on Forgetting where they left VR, and losing 
orientation when returning to VR, disorienting them. “[In VR] I 
simply forgot where I was standing” (P09, Minute 27:00), or “[After 
switching to VR] Where is my cube?” (P01, Minute 05:00). In some 
cases, participants avoided transitioning to VR as Forgetting their 
position in VR increased their Fear of the Unknown. 

We could also observe participants returning to a reality they 
just left because they needed a detail they forgot about, or re-
verting because they lost their bearings “[Interviewer] Why did you 
transition back [from VR to AR]? [Participant] I wanted to see about 
where [landmark] is” (P05, Minute 62:30). 

4.2.3 Alignment. When participants mentioned Alignment, they 
often noted slight offsets between the city model in AR and the city 
model in VR or between the real and virtual tables. These offsets 
were caused by tracking errors, resulting in a drift between reality 
and MR over time. However, they also talked about Alignment 
owed to their interaction and not technical issues of the apparatus. 

Participants reported that it was easier for them to transition 
from AR to VR when the city models in both realities were in 
Alignment. This usually happened at the beginning of the study 
when the real and the virtual city model in AR and VR were still in 
their initial, aligned configuration. We could also observe partici-
pants having less problems switching between AR and PC. These 
realities were inherently aligned in our apparatus since the video 

see-through shows the real world as is. “[After transitioning from 
AR to PC] Here, I always appear where I think I will appear. I find the 
transition from AR to PC the easiest” (P05, Minute 40:30). 

Participants reported getting lost more easily when the city 
model in AR and VR did not align. This would occur after they 
moved around in VR, or when they ended up in a different location 
or scale than they Expected, becoming disoriented. 

4.2.4 Consistency. Participants commented positively on Consis-
tency helping them with orientation. They commented either pos-
itively on how the position stayed Consistent and as Expected 
between AR and VR, or how they got disoriented if it did not. When 
participants talked about Consistency without explicitly mention-
ing Expectations, they remarked on past transitions being good 
or pleasant because "everything" stayed "the same". 

Interestingly, the participants’ notion of Consistency changed 
over the experiment. Especially at the beginning, Consistency was 
strongly connected to Alignment, as participants expected the city 
model in VR to always re-align with the physical city model in AR. 
They expected the VR model to stay Consistent with the physical 
model. Later during the experiment, they used Consistency to 
refer to their position in VR staying the same after switches. “[In 
VR] That is what I expected before, if I am working at a specific spot, 
and want to look there again and again, this [appearing in VR in the 
same position as you left] is very sensible” (P09, Minute 29:00). 

Both notions of Consistency helped participants predict their 
positions across realities, reducing their Fear of the Unknown. Mul-
tiple participants also remarked that AR and VR are Different 
Perspectives of the same environment. Especially towards the 
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end of the experiment, this allowed them to avoid the effort of 
transitions, as they could simply imagine a perspective they would 
experience in VR by looking at the model in AR. “[Interviewer] You 
did not switch to VR now to look at it? [Participant] I could see in 
AR which direction it is. [...] I am looking at it from below [from the 
imaginary position on the model]” (P04, Minute 42:30). In general, 
participants had fewer problems predicting positions the longer 
they used the application. 

We could also observe a consistent state to be perceived as in-
consistent because of missing cues. For example, when participants 
rotated the EditZone in AR, this was also reflected in the PC inter-
face, however as the city model was not visible on PC, participants 
did not seem to connect those two interfaces. 

Participants commented negatively on the inconsistency of their 
statue’s initial position, which was neither linked to the PC screen 
nor to the area they were supposed to work on in the city. Another 
negative experience with Consistency was a small offset between 
the statue’s position between AR and VR which happened due to 
tracking inaccuracies for some participants, e.g. “[In AR] I’ve put it 
on there now, but of course it’s not exactly the same. The positioning 
is not accurate.” (P10, Minute 50:30). 

4.2.5 Strain. Participants reported strain being introduced when 
taking off or putting on the HMD. Especially participants with 
glasses and long hair reported having problems while taking off or 
putting on the HMD as they brushed the glasses off their face or 
their hair got tangled in the HMD strap. Another more long-term 
strain participants reported on was the HMD getting warm and 
heavy over time. And needing to strain their eyes to read the 
flashcards using the video pass-through. 

From a mental standpoint, participants reported that they had 
to actively think about consolidating the different realities. Partic-
ipants reported doing this either proactively before a transition 
or reactively after switching realities. The ability to proactively 
consolidate different realities strongly suggests the existence of an 
SMM, holding both realities and relating them to one another. 

These additional strains contributed to the overall, perceived 
effort for switching realities. 

4.3 Transitions as part of the Workflow (RQ3) 
When it comes to how users employ transitions in their workflows, 
we identified three main motifs directly linked to working across 
multiple realities. These motifs can be characterized as 1) connect-
ing realities to make reality switches easier, 2) fetching information 
from a different reality, and 3) preparing actions in different realities. 
These different reasons also align with the different frictions we 
could observe and show how participants tried to improve the con-
nection between different realities. We could also identify unique 
types of transitions in those groups, which we call Archetypes, as 
they also appear as codes in our code book (see Appendix B). They 
will be highlighted with small capitals. They are defined by their 
intention and by how many realities and switches are involved. 
While the reasons for transitioning are biased by our study design, 
we can reflect on higher-level motifs participants had for using 
these Archetypes. 

4.3.1 Common Transitions. In addition to the three main motifs, 
participants transitioned without an ulterior motif. We called this 
type of transition Default, as the transition itself is the aim of the 
transition, without any additional motifs. This transition appeared 
equally between all realities, contained only one reality switch, and 
comprised most of the labeled transitions. 

We could also observe participants transitioning on Accident 
when they did not intend to perform a transition or ended up in 
the "wrong" reality. This Archetype appeared the least between 
VR and PC. Between AR and VR, this Archetype happened when 
participants pressed the transition button by Accident and, in some 
cases, by habit. Between PC and the other realities, this Archetype 
happened when participants meant to click the button in the PC 
UI to change which reality they would transition into but forgot to 
actually click it. 

4.3.2 Connecting Realities. A Common behavior we could observe, 
providing a connection between realities, was using AR as an in-
termediate step when moving from PC to VR or vice versa. During 
these transitions, participants usually used the video pass-through 
to pick up or put down the controllers. They also mentioned that 
this intermediate step made it easier to switch between realities and 
participants used this transition type less the longer the experiment 
was running. We called transitions with this pattern of using AR 
to interact with the peripherals and the working environment as 
Gradual Transition if participants did not use AR as part of their 
modeling workflow. 

Apart from simply transitioning through AR, participants also 
made quick adjustments or refreshed their memory during these 
In-Between transitions. We called transitions In-Between Peek 
if participants took a quick look at their statue or the model, and 
In-Between Touch if they made small adjustments in AR before 
finally switching to VR or PC. The two sub-Archetypes appeared 
mainly from PC to VR, and not as much from VR to PC. 

Typical use cases included participants putting on the HMD at 
the table, moving towards the physical city model, quickly looking 
at the statue to regain their bearing, and then transitioning into 
VR. Or participants making small adjustments to the statue when 
arriving at the physical city model, then immediately entering VR. 

During these transitions, participants often used what we call 
Anchor Points to strengthen the connection between realities 
further. While most participants used the controllers as connecting 
elements between the different realities, some also used the tables 
mirrored in VR. They commented on how it helps to have something 
to "take along", usually during intermediate transitions. The tables 
especially also served as a scale reference, consistent between the 
real world and VR. Participants could accurately judge the real table 
and, assuming a consistent size, used the virtual tables to bring real-
world measurements to VR. Although participants had to get used 
to it first, some participants put down their controllers on the virtual 
tables towards the end of the study instead of first switching to AR, 
commenting positively on it. “[Interviewer] How did this work for 
you without AR as an intermediate step? [Participant] Good, I did not 
expect that I would like the table. But it was astonishingly easy.” (P08, 
Minute 49:30). 

4.3.3 Preparing Actions. We could furthermore observe partici-
pants deliberately preparing actions before switching realities. For 
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example, participants either pre-placed primitives on PC to use in 
a different reality or moved real-world objects to not collide with 
their surroundings when in VR, such as the chair or HMD cable. 
Some even used primitives to temporarily mark one side of the 
statue, which they deleted later. These preparations happened on a 
bigger scale, thus not directly related to a single transition. 

Participants also exhibited pre-planned actions on a per-transition 
level, showcasing quick transitions back and forth between two 
realities. These transitions came in two variants, the simple Quick 
Touch and the iterative, more complex Quick Workflow. We 
called transitions Quick Touch if participants switched to a differ-
ent reality, made a small adjustment, and then returned to where 
they started. Participants exhibited this behavior, for example, when 
they saw a small misalignment in VR and switched to AR to move 
the statue a bit to the side, returning to VR to continue with their 
original task. Their time in the second reality was usually short, 
and the adjustment they wanted to make was seemingly already 
planned before they initiated the transition. This was evident from 
their comments and also from how deliberately they worked in the 
different realities. 

A similar behavior, which was observable, especially after partic-
ipants had some time to get acquainted with the software, involved 
multiple switches back and forth. This usually happened when they 
needed VR to confirm the outcome of their actions and AR to make 
adjustments. In these cases, Consistent states between realities 
were especially important and participants mentioned when their 
Expectations were confirmed or violated. We called these tran-
sitions Quick Workflow, one instance of which could contain 
many reality switches, with the longest encompassing 19. 

4.3.4 Fetching Information. Another dominant group of transi-
tions with discernible motifs are those employed to access infor-
mation from a different reality. This group comprises three distinct 
Archetypes: Quick Peek, Reality Quick Peek, and Lazy Reality. 

Quick Peek describes situations when participants switch to a 
reality to look at something and switch back without performing 
any other actions. With 84 transitions assigned, it is the biggest 
Archetype in our data set. Participants used this type of transition 
when they needed to refresh their memory about where their statue 
was situated in the city or when they needed to look up small details. 
This transition occurred almost exclusively between AR and VR. 

Reality Quick Peek is similar in concept to Quick Peek but was 
used by participants to refresh their memory of their real-world 
surroundings rather than the statue. Typical use cases were ori-
enting themselves in the real-world room or untangling from the 
HMD cable. Both Reality Quick Peek and Quick Peek encom-
pass two reality switches, into one reality and back again. They 
remarked that for quickly reading the flashcards or addressing the 
experimenter, this worked fine, but they would take off the HMD 
for longer work steps. 

If the transition only encompassed one switch, without a return 
to the original reality, we called them Lazy Reality. In these cases, 
participants often remarked that they did not intend to take off 
the HMD as it was cumbersome, and they did not know yet which 
reality they needed next. 

Overall, these Archetypes and behaviors demonstrate partici-
pants finding methods to mitigate some of the problems they are 

presented with by our apparatus. As we mentioned above, some 
problems originate from the technology, and others from the delib-
erate apparatus design, prompting frequent reality switches. How-
ever, while the problems are amplified by our design, their root 
causes are still relevant for CR transitions, giving a clear indication 
of which problems need to be addressed in future CR applications. 

In the following chapter, we will discuss how the different fric-
tions, contributing factors, and mitigation attempts suggest the 
existence of (multiple) SMMs and breaking thereof. We will also 
discuss how future transition mechanisms can account for these 
breaks, conserving the users’ SMMs. We will highlight how existing 
approaches have already addressed these issues. 

5 Discussion 
Through our study, we identified three main motifs in transitions 
between VR, AR, and PC environments: connecting realities, prepar-
ing actions, and fetching information. This classification allowed 
us to assess underlying problems and understand participants’ cop-
ing mechanisms in CR applications. Notably, fetching information 
emerged as the most common reason for CR transitions, highlight-
ing the importance of making information readily available across 
realities as a key design goal. Additionally, we observed that An-
chor Points play a crucial role in connecting different realities, 
helping users form a cohesive Application SMM. 

We use the concept of Spatial Mental Model (SMM) to inter-
pret how participants coordinate transitions between realities. Our 
results indicate two SMMs. The Application SMM consists of the 
virtual environment across VR, AR, and PC, while the Real-world 
SMM contains the physical room. Based on our results and related 
work [10, 49, 81], the Application SMM is malleable over time in 
the study. Participants might continuously gain or lose information 
in their SMMs. In the following, we outline the individual problems, 
how they relate to SMMs, and provide suitable solutions based on 
both existing work and our results. 

5.1 Understanding User Needs in Cross-Reality 
Transitions 

One core motivation for transitions was to fetch information from 
a different reality. Participants were aware of multiple realities and 
structures but could not remember all the details. Therefore, they 
used different transitions to perform quick actions that they had 
prepared beforehand. Archetypes associated with this behavior 
are In-Between Touch, Quick Touch, and Quick Workflow, 
with participants only remaining in the reality they acted in for 
a short time. They used Quick Peek, In-Between Peek, and to 
some degree Quick Workflow to get the information they forgot 
or were uncertain of or how their actions had affected a different 
reality. 

We frequently observed this behavior later in the task once par-
ticipants had developed a good understanding of how the realities 
were connected and had become familiar with the system. For ex-
ample, they would adjust the statue using the PC interface and then 
briefly hold the HMD to their face to view it in VR without standing 
up. These quick updates allowed participants to obtain necessary 
information from another reality and continue their task in the 
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current one. Additionally, participants often employed Lazy Real-
ity to avoid taking off the HMD when getting new tasks from the 
flashcards since it would be too strenuous. Instead, they used the 
video pass-through to view new tasks, planning their next actions 
before deciding whether to remove the HMD. This observation 
highlights how current VR hardware can cause physical strain, 
compromising users’ willingness to remove the HMD and switch 
back to PC. Furthermore, the results demonstrate that participants 
could effectively plan actions across different realities, anticipating 
how outcomes in one reality would influence another. 

5.2 Supporting Cross-Reality Transitions 
To effectively support and partially replace information fetching 
transitions like Quick Peek, we propose the concept of implement-
ing windows between realities. The goal is to enable users to fetch 
information from different realities. Thus allowing users to prepare 
or even omit fetching transitions. These windows can be imple-
mented by software, for instance, presenting a portal or phone view 
showing another reality [36, 77], the World in Miniature (WIM) 
approach [28, 69], or attaching information to real-world objects 
using AR [6, 51]. By allowing users to see a different reality and 
act in it through the window, they can replace transitions like In-
Between Touch. Alternatively, a cross-reality system can capture 
necessary information, like showing different realities or people 
from outside VR in the virtual environment [18, 74, 76]. Finally, 
hardware solutions, like flipping up the HMD instead of taking 
it off, can reduce the physical strain, thus potentially supporting 
update-type transitions to reality. 

While windows between realities help avoid fetching transitions, 
Anchor Points can help users understand and remember how dif-
ferent realities are connected. Using Anchor Points may prevent 
forgetting and disorientation, help users form expectations, 
and improve perceived consistency between realities. Thus, they 
address and mitigate disorientation and fear of the unknown. One 
prominent example of using Anchor Points to design comprehen-
sible transitions is the “MagicBook” [8], using a physical book as 
an Anchor Point helped users connect real and virtual content. 
Some participants suggested creating visible AR indications, such 
as small figures, to show where they left VR. This type of Anchor 
Point can, for example, be realized using a miniature that indicates 
user position in AR [4]. 

These two solutions, windows between realities and Anchor 
Points, can greatly decrease the frictions users experience when us-
ing CR interfaces. By reducing the need for transitions and helping 
users understand how realities are connected, should they actually 
need to transition. While these solutions help mitigate frictions, we 
use the concept of SMMs to interpret how users perceive different 
realities and the transitions between them. 

5.3 Understanding Cross-Reality Transitions 
Through Spatial Mental Models 

The results of our study show how people process spatial informa-
tion in different realities. In the following, we examine our findings 
through the lens of Spatial Mental Models (SMMs) [34, 73], which 
capture the coarse spatial relations among elements in small or 

well-learned environments coherently. The setup in the study con-
sists of the AR-view of the city plan, the VR-view in the city, and 
the PC in the lab with office chair and desks. We suggest the simul-
taneous existence of two SMMs, the Application SMM describing 
the virtual worlds of the application and how they are connected, 
and the Real-world SMM describing the real-world room users are 
in. 

5.3.1 Real-world Spatial Mental Model. Even with the virtual tables 
disabled in VR, participants avoided colliding with the real-world 
tables. This observation indicates that they knew where the real 
tables were, suggesting the existence of an SMM for the real world. 
Previous research has identified people leveraging Real-world SMM 
in VR while exiting an immersive experience [47] or interacting 
with safety boundaries [72]. This model either exists parallel to or 
as part of the SMM describing the application. 

5.3.2 Application Spatial Mental Model. The Application SMM 
contains spatial information for the CR application spanning VR, 
AR, and PC as well as their connection, although they present 
different viewpoints on the same world. The connection between 
VR and PC is the weakest, most likely because the PC interface 
only presents the statue without additional visualization in the 
virtual environment. This connection would be stronger if the PC 
interface presented the visual of the city to the user. Jung et al. [43], 
and Roo et al. [62] demonstrated a connection between realities 
on a conceptual level, which further supports the concept of an 
Application SMM. 

We observed that participants used the Application SMM to plan 
actions in the other realities and perform them while consider-
ing their outcome. They could formulate Expectations regarding 
relative positions and rotations across different realities, e.g., 
looking towards where the statue would be in VR before transition-
ing to VR. They also used their Application SMM to understand how 
transitions work and connect the different realities. For instance, 
participants reported how different realities relate to each other as 
different Perspectives of the same city. This ability to place one 
reality in another and mentally switch between them indicates the 
existence of SMMs [34]. Breaking these Expectations might cause 
Confusion. In the experiment of Knibbe et al. [47], participants 
were confused when they did not stand at their expected location 
in the real world during a transition from VR to reality. 

Participants started forming and using this Application SMM 
very early during the experiment, based only on the short descrip-
tion of the CR interface. They expressed confusion when a statue 
was not aligned with its assumed position "in" the monitor at the 
beginning of the study. This assumed consistency of objects be-
tween realities, termed Anchor Points, could also be beneficial for 
the formation of the Application SMM. A similar concept was also 
well-received in the study by Cools et al. [25], with their "Blend 
Spaces" using objects as triggers and anchors for CR transitions. 
These "Blend Spaces" showed objects from different realities simul-
taneously, allowing users to transition to the reality they reside 
in. This concept is a good example on how Anchor Points could 
help users understand how different realities align. Participants 
used tables or controllers as a connecting element between realities, 
allowing them to anchor themselves during transitions by focus-
ing on an unchanging element existing in the origin and target 
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reality. If participants perceived something as an Anchor Point, 
perceived mis-alignment between realities lead to confusion and 
Disorientation. 

During the early stages of the experiment, participants experi-
enced confusion when the scale between VR, AR, and PC were 
different. They reported disorientation when switching into VR 
while zoomed in. “[After transition to VR] This was unexpected be-
cause I badly lost orientation, and I was zoomed in further than 
expected.” (P08, Minute 03:30) In contrast, they also noted that 
matching scale improved transitions: “[Interviewer] How was this 
transition? [Participant] I find transitions from PC to AR always more 
pleasant because the world [city model] is not so big.” (P05, Minute 
56:30). 

Early in the experiment, participants were observed splitting up 
the transition from PC to VR by transitioning to AR first, so-called 
Gradual Transitions. This suggests a weaker or more complex 
connection between PC and VR in the Application SMM. This find-
ing also aligns with the study of Schröder et al. [64], who noted that 
participants avoid specific transitions rather than realities, further 
indicating that some transitions are more taxing. 

Over time, participants demonstrated increasing confidence and 
ease when working across and changing between realities, indi-
cating continuous improvement of their Application SMM. The 
perception of Anchor Points also evolved throughout the exper-
iment. While participants became confused if the real-world city 
model and the city model in VR were not aligned when they moved 
or zoomed in VR at the start of the experiment; toward the end of 
their trials, participants often remarked that the Alignment be-
tween the virtual city model and the real city model was no longer 
necessary. They noted that now it made sense for them to appear 
in VR exactly where they left off instead of next to and above the 
virtual city. 

Participants also started using previously avoided transitions, 
such as moving directly between PC and VR. This suggests they 
formed a robust Application SMM explaining how AR and VR are 
or are not connected, using it to plan and execute transitions more 
efficiently. Some participants even developed a robust enough Ap-
plication SMM to visualize different realities and their points of 
view within them without the need for actual transitions. Finally, 
while participants improved their Application SMM over time, they 
also reported forgetting parts of it, indicating that these models are 
volatile and require constant maintenance. 

5.3.3 Implications for CR Design. Based on these findings, appli-
cations should guide the user in the formation of a reliable Appli-
cation SMM, reducing the risk of breaking expectations. This can 
be achieved by designing for and designating dedicated Anchor 
Points and by designing CR transitions so they explain to users 
what changes 2 during a transitions  . Mechanisms, like windows be-
tween worlds [36], can help users avoid transitions, thus reducing 
the need to process them. These approaches can help users navi-
gate and understand the relationships between different realities 
more effectively, potentially reducing confusion and improving the 
overall user experience in Cross-Reality interfaces. 

2From a purely Application SMM focused standpoint, this would make a slow fly in 
an ideal transition. However, this would be time-consuming and severely increase 
discomfort by inducing cybersickness. 

6 Limitations and Future Work 
Since our CR application was deliberately designed to distribute 
capabilities across different realities, it is important to note that the 
observed workflows may not represent an ideal or typical CR appli-
cation. The interfaces for different realities were specifically chosen 
to provide both easy (AR to VR) and more complex (PC to VR) 
transitions, encompassing a wide variety of transition types. Fur-
thermore, we intentionally avoided certain sensible design decisions 
regarding transitions and interfaces, such as allowing participants 
to work on PC while wearing the HMD. This approach was taken 
to avoid mitigating or obscuring the frictions we aimed to uncover 
through our experiment. 

Recruiting participants via word of mouth at a STEM-focused 
university did yield a rather homogeneous participant pool regard-
ing their education. This may have skewed the results, but we argue 
that the underlying issues are generalizable. 

An intriguing avenue for future research would be to study 
the actual workflows of users interacting with a well-designed CR 
interface. This could involve: 

Exploring which transition archetypes are used and their 
frequency when capabilities are not artificially distributed 
across realities. 
Analyzing user behavior and preferences in well-designed 
CR environments and interfaces. 
Investigating how users adapt to and utilize different realities 
when given more intuitive and seamless transition options. 

Such studies could provide valuable insights for further design 
recommendations for CR interfaces, potentially leading to more 
efficient and user-friendly systems. 

Another promising area for future work is a closer examination 
of the ideal design and application of Anchor Points. This research 
could focus on: 

Identifying the most effective types of Anchor Points for 
different CR scenarios. 
Exploring how Anchor Points can be dynamically adapted 
or personalized for individual users. 
Investigating the potential of Anchor Points to enhance 
spatial awareness and navigation in complex CR environ-
ments. 

Examining the long-term effects of well-designed Anchor Points 
on user performance and comfort in CR applications. Delving 
deeper into these aspects, can unlock the full potential of Anchor 
Points and significantly improve the user experience in Cross-
Reality interfaces. 

Furthermore, based on established models, we provided a pos-
sible explanation of why and how users transition, which is still 
untested. Future work may test our findings by designing tran-
sitions under the theory provided to see if they hold up or need 
extensions. One possible method for quantifying how well different 
transition designs alleviate the problem can be psychophysiological 
measurements. These have been shown to detect breaks in presence 
and vary with the severity of the breaks by Liebold et al. [50] 
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7 Conclusion 
In conclusion, we performed a controlled, talk-aloud lab study, eval-
uating the user perspective on transitions behavior and experience 
when using a Cross-Reality (CR) application. We found distinct 
frictions, factors that contribute to them, behaviors used by the 
participants to mitigate them, and the concept of Anchor Points 
strengthening connections between realities. We found that partici-
pants form multiple Spatial Mental Models (SMMs), one for the CR 
application they are currently working in, and one for the real world 
they reside in, even when in Virtual Reality (VR). We called them 
Application SMM and Real-world SMM, respectively; the latter has 
also been observed in related work [47]. 

We propose that these frictions can be reduced by designing CR 
applications as well as suitable transition mechanisms. The design 
goal in both cases is to strengthen the connection between different 
realities. This can happen either by giving the user an explanation of 
the nature of the connection, such as breadcrumbs, or by visualizing 
their position in the target reality before transitioning. Transition 
mechanisms should always help the user understand how different 
realities are connected. This can be achieved by using slow, gradual 
transitions, giving the users time to understand how the connection 
works. Overall, being aware of the existence of the Application 
SMM and influencing how users form it, as well as supporting them 
in maintaining it, is a key factor in designing future CR applications. 
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A Tasks 
During the study, we gave the participants 10 sub-tasks to work 
on. As we had German and English participants, we provided the 
task descriptions in their preferred language, the content being the 
same. The tasks are provided in both languages. 

The phrase "Markierung auf dem Modell"/"marking on the model" 
indicates that we put a colored sticker on the task sheet and the 
point of interest on the physical city model in order to make them 
easily recognizable. In VR, there was no such marker. 

In the paper, we used the substitution "[landmark]" for Schloss 
and Kantplatz to avoid confusion while reading. The choice of these 
specific landmarks should not matter in the context of our analysis. 

(1) Der Luisenplatz soll eine neue Statue bekommen, der Stad-
trat hätte gerne etwas Abstraktes. Die Skulptur soll aus einer 
rechteckigen Plattform mit einem Seitenverhältnis von 2:3 
bestehen. Diese soll ein Schachbrettmuster haben. Also min-
destens 2x3 Bodenelemente. 

(2) Die Skulptur soll ganz oben an der Spitze des Luisenplatz im 
Modell platziert werden. 

(3) Die kurze Seite soll 4 Armspannweiten (Controller zu Con-
troller) lang sein. 

(4) An den 2 Ecken einer kurzen Seite sollen zylindrische Säulen 
stehen, welche ca. 1 Mensch hoch sind, du selbst bist die 
Referenz. 

(5) Vom Schloss aus (Markierung auf dem Modell) sollen beide 
Säulen sichtbar sein. Die komplette Skulptur soll nicht von 
den Häusern abgeschnitten sein. Evtl. muss diese also umplatziert 
werden. 

(6) In der Mitte der Plattform soll eine hohe Säule stehen, mit ca. 
einer Armlänge Durchmesser. Diese Säule soll vom Kantplatz 
(Markierung auf dem Modell) aus sichtbar sein. 

(7) Drehe die Skulptur um 45°. 
(8) Vom Schloss aus sollen nur blaue Steine sichtbar sein. 
(9) Wie sieht das aus, wenn wir die Skulptur jetzt auf den Kopf 

stellen? 
(10) Mach alles blaue jetzt grün, und wieder alles vom Schloss 

aus erkennbare blau. Alles von Häusern verdeckte rot. 

(1) The Luisenplatz will get a new sculpture. The major [sic]3 

wants something abstract. The sculpture should have a rect-
angular base, the sides should have a ratio of 2:3. The base 
should have a checker board pattern, so you need at least 
2x3 primitives. 

(2) The sculpture should be placed on top of the Luisenplatz in 
the city model. 

(3) The short side should be 4 arm spans (controller to controller) 
wide. 

(4) On the 2 corners of one short side, there should be cylindrical 
pillars, which are 1 human high. You yourself shall be the 
scale. 

(5) From Schloss (marking on the model) both pillars should be 
visible. The whole sculpture should not be obstructed from 
the surrounding buildings. You may have to reposition the 
sculpture. 

3mix up during translation, participants did not question/complain 
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(6) In the middle of the platform, there should be a high pillar, 
with a diameter of about 1 arm length. This pillar should be 
visible from Kantplatz (marking on the model). 

(7) Turn the sculpture 45°. 
(8) All primitives visible from Schloss should be blue. 
(9) Turn the sculpture on its head. 
(10) Color every blue primitive green, and again everything blue 

that is visible from Schloss. Color everything red that is 
obstructed by buildings. 

B Codebook 
After coding we structured and renamed the codes to aid compre-
hensibility for persons not involved in the coding process. We will 
now present the codes from our codebook, explaining their con-
cepts and application rules. While these transitions may work in 
scenarios with more than three distinct realities, they were con-
ceived in a setup with only three realities. The code occurrences 
are listed in Table 2. 

B.1 Mental Model 
Codes in this group were used to mark something indicative of a 
mental model. 

B.1.1 UI Model. Codes in this group were used to indicate some-
thing connected specifically to the UI of our apparatus, rather than 
the apparatus as a whole. 

Lack of Expected Feature Used when participants talked 
about a feature they wanted to have. 

UI Consistency Used when participants talked about desiring 
consistent input over all three realities. 

B.1.2 Requirements. Codes in this group were used when partici-
pants talked about something they may require in an ideal proto-
type. 

Control This code came up during coding and turned out to 
only be applicable for three participants. It was used when 
participants talked about feeling more in control after a tran-
sition, usually when transitioning from VR to Augmented 
Reality (AR). 

Consistency Used when participants talked about the con-
sistency between realities, for example, the statue staying at 
the same place or them returning to the same place in VR. 

Expectation Used, when participants talked about expect-
ing something after a transition, mainly them or something 
being at a specific position. 

B.1.3 Spatial Mental Model. This group of codes denotes differ-
ent aspects, indicative of the participants building a SMM of the 
apparatus or their surroundings. 

Different Perspective Used, when participants indicated 
understanding that PC, AR, and VR represent the same envi-
ronment, but from different viewing angles. 

Alignment Used when participants talked about the align-
ment of objects in two different modalities. A typical situa-
tion was participants noticing that the real and virtual city 
model were aligned in the beginning or that they missed this 
alignment later during the task. 

Scale Used when participants talked about the scale of them 
or an object. Typical situations were participants talking 
about scale discrepancies between the real and the virtual 
city model or when they became aware of their statues scale 
when switching to VR. 

Position Used when participants talked about their position 
or that of an object. Typical situations were participants 
predicting their or an object’s position in VR or them being 
confused when they appeared in an unexpected location 
after transitioning to VR. 

Rotation Used when participants talked about a rotational 
aspect of themselves or an object. A typical situation was 
them realizing that their viewing angle was the only thing 
being conserved when transitioning to VR, with the rest 
being as it was when they left. 

Code with Structure Count 

Archetypes > Accident 14 
Archetypes > Back-and-Forth > Quick Peek 55 
Archetypes > Back-and-Forth > Quick Touch 23 
Archetypes > Back-and-Forth > Quick Workflow 19 
Archetypes > Back-and-Forth > Reality Quick Peek 40 
Archetypes > Default 251 
Archetypes > In-Between > Gradual Transition 39 
Archetypes > In-Between > In-Between Peek 14 
Archetypes > In-Between > In-Between Touch 7 
Archetypes > Lazy Reality 43 

Comfort/Discomfort > Cognitive Effort 6 
Comfort/Discomfort > Cognitive Strain 13 
Comfort/Discomfort > Physical Effort 15 
Comfort/Discomfort > Physical Strain 14 

Connotation > Negative 41 
Connotation > Positive 46 

Mental Model > Occurences > Disorientation 20 
Mental Model > Occurences > Forgetting 29 
Mental Model > Occurences > Learning 17 
Mental Model > Requirements > Consistency 48 
Mental Model > Requirements > Control 5 
Mental Model > Requirements > Expectation 56 
Mental Model > SMM > Alignment 21 
Mental Model > SMM > Different Perspective 18 
Mental Model > SMM > Position 78 
Mental Model > SMM > Rotation 21 
Mental Model > SMM > Scale 14 
Mental Model > Tools > Anchor Point 44 
Mental Model > Tools > Real World Adjustment 9 
Mental Model > Tools > Task Preparation 9 
Mental Model > UI Model > Lack of Expected Feature 3 
Mental Model > UI Model > UI Consistency 6 

Sum 1038 

Table 2: Number of code occurrences in the user study. 
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B.1.4 Acting Across Modalities. Sub-codes from this category were 
used when participants acted across modality transitions. 

Task Preparation Used when participants talked about prepar-
ing a task in a different modality, e.g. preparing elements in 
PC before accurately placing them in AR or VR. 

Real World Adjustment Used when participants used AR 
to adjust something in the real world, such as moving the 
chair or the Head-Mounted Display (HMD) cable. 

Anchor Point Used when participants used something as 
an anchor point, e.g. an auxiliary block to help them in 
orienting their statue, the tables visible in all modalities, or 
the controllers as something they can take with them from 
one modality to another. 

B.1.5 Occurrences. This group was used when something related 
to the mental model occurred. 

Disorientation Used when participants talked about being 
disoriented after a transition. 

Forgetting Used when participants forgot about a feature of 
the apparatus, influencing their decision-making, e.g. forget-
ting they can change which modality they transition to when 
putting on the HMD, resulting in presumably unneeded tran-
sitions. 

Learning Used when participants learned something about 
the apparatus, influencing their workflow. This code was 
mostly used at the beginning of each participant’s study, as 
they were still getting used to the software. But also when 
participants realized they could solve something in a specific 
way, such as staying in the chair while transitioning to VR 
if they only wanted to take a quick look. 

B.2 Discomfort 
Codes in this category were used when the participants experienced 
comfort or discomfort with regard to cognitive or physical processes 
while transitioning. 

B.2.1 Physical Strain. Used when participants mentioned physi-
cal strain, stress, or pain, e.g. the eyes getting tired due to long-time 
working with the HMD on, or pulling their hair while removing 
the HMD. 

B.2.2 Physical Effort. Used when participants mentioned that 
they experienced physical effort during a transition, e.g., putting 
on the HMD or walking to a position. 

B.2.3 Cognitive Strain. Used when participants mentioned cog-
nitive strain they experienced during or due to a transition. For 
example, the text for the sub-tasks is hard to read through the HMD 
display and therefore takes more effort to understand or re-orientate 
often while doing multiple transitions. 

B.2.4 Cognitive Effort. Used when participants mentioned cog-
nitive effort they had during or due to a transition. For example, 
remembering the point of view in VR before doing the transition 
from AR to VR. 

B.3 Connotations 
The two connotation codes Positive and Negative are used to 
classify the statements and experiences of the participants. 

B.4 Archetypes 
We discovered multiple types of transitions, characterized by the 
realities involved and their integration into the participants’ work-
flows. Furthermore, they are also defined by the modality they start 
and end in. 

B.4.1 Accident. A few transitions were not done on purpose and 
thus are not part of the intended workflow. These transitions oc-
curred either by accidentally pressing the button on the HMD or 
when participants forgot to adjust the modality they load into when 
putting on the HMD. 

B.4.2 Lazy Reality. This transition is characterized by partici-
pants switching from VR to AR in order to see the real world, 
instead of taking off the HMD. Lazy Reality was used by par-
ticipants to read new instructions or make eye contact with the 
examiner when talking. 

B.4.3 In-Between. In-Between describes a family of transitions, 
which are characterized by starting in one modality, moving into a 
second modality, and ending up in a third modality. Their sub-types 
are distinguished by the purpose of the transition. 

Gradual Transition The purpose of a gradual transition 
was, to insert a supporting transition, positioned "between" 
the start and end modality on the Milgram continuum. Par-
ticipants reported that these gradual transitions helped them 
adjust to the modality they ended up in. In our application, 
these could only happen when transitioning from PC to VR 
or VR to PC, as there is no other constellation with a modality 
"between" the start and end. 

In-Between Peek This archetype describes transitions in-
volving a support transition, which is used to quickly get 
information from the in-between modality. Such as transi-
tioning from PC to VR in order to compare one’s arm span 
to the statue, and then from VR to AR in order to adjust the 
scale of the statue. 

In-Between Touch Similar to In-Between Peek, In-Between 
Touch describes a transition involving all three modalities, 
where the participants made small adjustments in the in-
termediate modality. A typical scenario was participants 
transitioning from PC to VR via AR, adjusting the alignment 
of the statue in AR. 

B.4.4 Back-And-Forth. Back-And-Forth describes a family of 
transitions, which are characterized by starting in one modality, 
moving into a second modality, and ending up back in the first 
modality. Their sub-types are distinguished by the purpose of the 
transition. 

Quick Peek Similar to In-Between Peek, this transition is 
defined by the intention of quickly looking at something in 
a different modality, before returning to the original modal-
ity. This archetype appeared mostly between AR and VR 
but an interesting use was checking the correct coloring of 
the statue by putting on the HMD to take a short look and 
adjusting the statue at the PC accordingly. 
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Quick Touch Similar to In-Between Touch, this transition 
is defined by the intention of quickly adjusting something in 
a different modality, before returning to the original modal-
ity. 

Quick Workflow While Quick Peek and Quick Touch fea-
ture one quick action in a different modality and are limited 
to two transitions, Quick Workflow describes chaining 
and interweaving of multiple Quick Peek and Quick Touch, 
with the participant ending up in one of the two involved 
modalities. This pattern was typically seen when participants 
tried to correctly scale the statue, making small adjustments 
in AR and checking the new size in VR. 

Reality Quick Peek This Archetype is similar to Lazy Re-
ality, however, the main difference is that participants in-
tended to return to VR immediately. It was usually employed 
if participants wanted to push the chair aside or untangle 
themselves from the HMD’s cable. 

B.4.5 Default. This code was used to denote a transition that did 
not fit into the other Archetypes. These transitions usually had no 
use other than transitioning into a different reality and were not 
part of an overarching (sub-)task. They were mostly motivated by 
the design of our apparatus, accompanied by comments such as "I 
switch to AR because only there I can scale the whole statue". 
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