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As smart home technology becomes integral to modern living, researchers must consider safety aspects. While single-purpose 
devices alert users to specific dangers, integrating them within comprehensive smart home warning systems (SHWSs) offers 
new safety potentials by allowing actuators to respond to threats based on predefined protocols. Key questions include 
whether user preferences for automation levels in smart homes are affected by different warning scenarios, and how unwanted 
automation or false positives influence acceptance. To explore this, we conduct two studies: (1) A lab study in a smart home 
with various actuators, where participants (𝑁 = 48) encounter warnings across three automation levels. (2) A follow-up 
interview study (𝑁 = 16) further evaluating our prototype and unwanted automation situations. Results show that participants 
preferred higher automation during warnings and were more receptive to smart technology in dangerous situations, though 
customization remains essential to ensure acceptance. While higher automation levels reduced perceived interruption, some 
still preferred less intense warnings. Others preferred not receiving warnings of mild dangers, fully relying on automation. 
Finally, we find that specific safety protocols and handling of false positive alarms must be chosen carefully to avoid mistrust, 
users feeling a loss of control, and damage through unwanted executions.
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1 Introduction
Over the past decade, smart home technology has become integral to many domestic environments, well-illustrated 
by the steady increase in user base [77] and by projections that anticipate a household penetration rate of 33% by 
2028 [78]. Built on Internet of Things (IoT) technology, smart homes use interconnected sensors and actuators to 
offer various advantages in everyday life: interactive smart speakers provide information and entertainment,
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smart lights adjust to music and movies, and smart thermostats optimize energy efficiency. Correspondingly, 
research has investigated various aspects of such devices, including, e.g., the everyday use of smart speakers [7, 76] 
or design for understandable [21] and shared lighting systems [86]. Even those without technical experts can 
create tailored home automation setups using user-friendly options like trigger-action programming [83]. While 
many devices enhance everyday life, others specifically address safety and security concerns [73]. For example, 
doorbell cameras notify residents of visitors and smoke detectors can alert emergency services or trigger other 
actuators inside the home. However, many existing devices focus on single hazards rather than holistic solutions 
and do not integrate official governmental warnings (“public warnings”) next to warnings of local dangers.

This paper addresses the role of automated actions in smart home warning systems (SHWSs), i.e., comprehensive, 
multi-hazard warning systems that increase safety and security in domestic spaces. Adding smart homes to 
the mix of existing warning channels, e.g., sirens, TV, radio, or smartphone alerts, makes sense because not all 
warning channels always reach their target audience, even if the population is actively made aware of tests [37]. 
Additionally, warning apps still record low adoption rates [44, 45, 56, 70], TV and radio need to be turned on to be 
effective, and traditional sirens may be limited by the topography and development in rural areas [47]. Therefore, 
SHWSs can serve as an additional warning channel for anyone who owns smart lights or speakers [42]. More 
importantly, however, we see two key advantages of sophisticated SHWSs over existing warning channels: 1) 
more comprehensive warnings, and 2) automated safety protocols.

(1) Public warnings inform citizens about regional dangers like natural disasters or large-scale accidents, but
are unsuited for local hazards. Urgent issues like nearby gas leaks may escalate before operators can issue
warnings, while in-home threats remain unknown to authorities. By combining public warnings and local
threat detection using home sensors [72, 73, 81], SHWSs can provide more comprehensive information.

(2) As smart homes can integrate various actuators, the role of SHWSs extends beyond warning residents and
includes actively mitigating dangers, leading to the vision of the house that saves its residents. By executing
automated safety protocols, such as closing windows if gas or smoke is detected nearby, SHWSs could
protect residents even if they are unaware or unable to respond themselves.

Automated safety protocols in particular offer unique potential for SHWSs to protect residents from dangers. 
Of course, existing research has already dealt with many aspects of smart homes [10, 27, 95] and SHWSs [73]. 
Next to (long-term) research on users’ experiences [19, 52, 53] and creative workshops to co-design new use 
cases for IoT-enabled devices [1, 8, 9], safety, security [20, 68], and privacy [28, 100] are also actively researched 
in the home context. Regarding home automation, an important area of recent work has focused on making 
the use of systems user-friendly, for example through intelligible predictions of smart homes’ behavior [19]. 
Paradigms that enable practical home automation setups have also been designed in user-friendly ways, including 
the popular trigger-action programming (e.g., IFTTT) [83], tangible end-user programming interfaces [22], or 
in-situ programming [62]. As trigger-action programs rarely work correctly on the first try, this strand of research 
includes supporting users in debugging their recipes [23, 99] or even delegating the programming to large 
language models (LLMs) [38]. While these advances allow home automation to become more widely spread, an 
important question is how high automation should be. User interaction is not always mandatory, as these systems 
can automatically execute specified protocols based on triggers that occur. However, high levels of automation 
may result in a lack of control, causing frustration and impacting adoption intention [6, 94]. At the same time, 
the goal of home automation systems is not the manual execution of tasks, and specifically in the context of 
dangers in the home, higher automation may be preferable to assure the safety of residents. However, would fully 
automatic SHWSs lead to maximum safety for residents? And how would potential errors impact such decisions?
Finding the optimal level of automation for SHWSs is not trivial, and while some existing research suggests that 
semi-automatic systems are preferable [74, 75], research on users’ automation preferences of SHWSs is sparse.
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This poses the question of how much autonomy is appropriate for SHWSs, and whether the danger
and urgency of warnings impact the level of automation. Additionally, false positives need to be
considered, as the goal of protecting users may clash with the consequences of unwanted automation.
After reviewing related work in Section 2, we investigate these questions by creating a prototypical SHWS and
conducting two complementary user studies based on it (see Section 3). The prototype is capable of automatically
closing doors and windows as well as controlling power consumption of devices and ventilation systems, and
includes three different automation levels and four simulated warnings. Study I quantitatively records participants’
perceptions after interacting with our prototype (see Section 4). Section 5 then presents a follow-up mixed-
methods study, adding qualitative insights to participants’ perception of it and investigating false positives
and unwanted automation. We discuss our results in Section 6 and provide important traits of SHWSs. Finally,
Section 7 summarizes our work. Our results contribute to the area of HCI research on SHWSs that can warn of
and react to dangers. By evaluating our prototype and exploring which factors influence the preferred automation
level, our paper informs the design of future SHWSs to increase residents’ safety and security in their homes.

2 Related Work
In the following, we summarize related research on smart home safety and the needs of smart home users (see
Section 2.1). We then look into research on appropriate automation levels (see Section 2.2) and describe the
research gap we aim to bridge through our work (see Section 2.3).

2.1 Smart Home Safety and Users’ Needs
While many smart home devices provide users with convenient functionality to enhance everyday life [64],
the areas of safety, security, and privacy have become increasingly important as well [68]. Some authors refer
to systems that can monitor and warn residents of dangers as smart home alert systems [80] or smart home
monitoring systems [98]. However, as our work goes beyond monitoring and focuses on warnings in both critical
and non-critical situations, we will use the term smart home warning systems (SHWSs) [42, 72] in the following.
Recent research on SHWSs shows a variety of architectures [73], with both wired and wireless sensors being
used [85]. Applications are manifold, including intrusion detection, fire detection, or gas detection. As Sarhan
shows, these systems differ in the types of sensors and detection methods used [73]: Intruder detection can be
based on motion, vibration, or contact, while fires can be detected by smoke sensors, temperature sensors, or
flame sensors, or by applying computer vision to live camera footage. Using machine learning (ML) techniques,
these hazards can be classified with high accuracy [11]. Other safety-critical applications in smart homes include
health monitoring in the context of ambient assisted living [25, 39] or the use of photovoltaic systems to "survive"
power outages [49]. A recent practical example of SHWSs is showcased by a Ukrainian citizen, who, in response
to Russia’s invasion of Ukraine in 2022, built his own DIY SHWS to keep himself safe from missiles during the
war [26, 29]. While many scientists focus on specific use cases, such systems are typically not mutually exclusive.
By integrating multiple hazard warnings into one comprehensive SHWS, residents’ safety and security can be
further improved [42, 72]. Additionally, SHWSs are not limited to sensors and detection methods for local hazards
but can also include public warnings, such as flood, earthquake, or tornado alarms, which are often issued via
Cell Broadcast or warning apps [45]. The number of warning app users has increased in light of recent crises, but
as many citizens still do not use such apps [44, 56, 70], we believe that SHWSs can help fill this gap by combining
local warnings and publicly issued alerts in one system, ideally equipped with actuators that react to dangers.
While a lot of research on SHWSs has looked into technical improvements, the users’ perspective plays an

equally important role. Home automation may be seen as a positive form of technology, but recent research has
taken amore critical stance, showing through co-designworkshops that non-experts may end upmarginalized [92].
Other obstacles in the way of SHWSs include the users’ knowledge of safety-relevant functionality, their privacy
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concerns, and the appropriateness of warnings, as well as the perceived usefulness, ease of use, and control 
over the system. Some users simply do not think about the ability of cameras to detect fires in their homes, 
and instead use them to monitor their pets or to spy on neighbors [41]. Others know about safety-relevant 
functionality but believe that it is too expensive or struggle activating it [5, 6]. Next to knowledge-based obstacles, 
the users’ perception is also vital to consider when designing interactive systems. In this context, it is crucial 
to assure that warnings not only function correctly on a technical level but also meet the users’ expectations. 
Some users may wish to customize the geographic targeting of warnings or may only wish to receive specific 
types of warnings (e.g., they may be uninterested in school or food product alerts) [44, 56]. Unnecessary or 
excessive warnings can lead to alert fatigue [14, 87], resulting in important warnings not being taken as seriously 
anymore. Haesler et al. investigate this phenomenon in the context of SHWSs by providing a taxonomy of 
warnings based on their criticality and conduct a field study to evaluate different warning channels, such as Short 
Message Service (SMS), light bulbs, and audio warnings [42]. Another key requirement is for residents to be able 
to understand their homes’ behavior. Coppers et al. develop an algorithm that uses predictions and simulations 
to assess which rules will be executed and evaluate their approach with diverse participants, finding that it 
leads to better understanding and trust in the system’s actions [19]. Past research has also shown that users 
need to trust that their privacy is respected, as excessive data collection leads to lower adoption of smart home 
technology [17, 51, 93]. Solutions include sensible default privacy settings and the development of clear indicators 
to show that data is being collected, similar to red lights next to cameras [100]. Other examples are haptic personal 
privacy assistants that can be used to control multiple smart home devices’ sensors at once [24, 65] or tangible 
privacy dashboards to raise awareness of data collection in smart homes [90]. Solutions for developers can entail 
the use of privacy-aware design tools that consider privacy concerns from the very beginning of development [2].

2.2 Appropriate Levels of Automation
As discussed above, the large variety of actuators in smart homes means that SHWSs can react to anomalies 
in various ways. Warnings can be presented using different warning channels, informing both present and 
absent residents and even notifying emergency services. Residents can view cameras or otherwise interact 
with the system, both from inside their homes via built-in displays and from afar via smartphone apps. SHWSs 
can automatically activate water sprinklers to extinguish fires [3], adjust water valves [72], close doors and 
windows [50], turn on the lights when a security camera notices potential intruders, or control the power 
consumption of electronic devices. As these examples show, the level of automation can range from purely 
providing information to interaction-based systems to fully automatic homes. Similar to the vision of cities’ 
infrastructures responding to emergencies [82], we believe that smart homes can protect residents on a smaller 
scale. However, as research in other safety-critical areas shows, finding the correct level of automation can be 
challenging. In fact, levels of automation have been researched in various domains for decades. Prior research has 
often used the term "level of automation", but as many taxonomies with differing definitions have been proposed 
in the past and research suggests creating one’s own taxonomy based on the specific needs and requirements [84], 
we define our own three automation levels to clarify our studies’ conditions (see Section 3 and thereafter).

Past research has looked into various aspects of automation, including the consequences on human perfor-
mance [67]. For example, Endsley and Kaber have conducted studies on the level of automation (LOA) in dynamic 
control tasks, linking lower automation to better performance and intermediate automation to better situational 
awareness [31, 32, 55]. Others have investigated the effect of higher automation in production systems on the 
physical workload of workers, showing that semi-automated lines had several advantages over fully automated 
lines [4]. Next to the domains of manufacturing and production [35, 36, 54], levels of automation have also been 
investigated in aviation, where excessive automation can result in a change from active to passive information 
processing, leading to reduced situational awareness [16]. Another safety-critical area where automation plays
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an important role is the realm of autonomous driving. Rödel et al. found that user acceptance and experience are
highest for levels of autonomy that have been deployed in modern cars, and decrease at higher levels [71].
Automation levels are also a concern in research on smart homes. Some studies have shown that excessive

automation may not always be a positive thing. In fact, if the level of automation is too high, users may
perceive a lack of control over the system, which significantly affects their attitudes and thus their adoption
intention [6, 93, 94]. Low levels of automation, however, may not be ideal either. If users had to initiate every action
of their smart homes, the perceived usefulness and ease of usemay suffer, also leading to lower adoption [63, 66, 79].
For smart speakers, which are some of the most common smart home devices, finding the right amount of
proactivity is a challenge that has been taken on in recent years [15]. Some solutions include ML to learn users’
preferences [46], while other researchers use storyboard activities [97] or dialogue elicitation studies [88] to
inquire into factors that influence smart speakers’ desired proactivity. However, even for simple interactions,
errors are still common [89]. Looking more generally into smart home automation, Zaidi et al. investigate the
users’ perspective on how current smart home systems deal with conflicts between routines, i.e., cases in which
competing instructions are to be executed by the same device [96]. They conclude that user satisfaction of
resolving these conflicts relies on context and that their personal values influence their expectations.
Looking more generally into smart home users’ automation preferences, Schomakers et al. conducted a

qualitative study and employed quantitative online questionnaires, finding that many users preferred semi-
automated systems [74, 75]. This was likely the case because they retained a higher level of control, although
factors like reliability and storage location also seem to play a role. However, their research was performed in
the context of smart homes in general, while our focus lies specifically on SHWSs. Additionally, we wanted
to investigate automation with a realistic prototype to gather more informed data than is possible with online
experiments, because realism is an important factor in HCI research [60].

2.3 Research Gap
A considerable amount of research already exists on different aspects of smart homes, such as technical im-
plementations, users’ needs, or novel use cases of IoT devices. Additionally, research on levels of automation
has been performed in various domains, including manufacturing, aviation, and autonomous driving. When it
comes to smart homes, however, and specifically the notion of SHWSs, we note a lack of research on appropriate
automation levels. An open question is whether there are differences in users’ preferences of automation levels
between critical and non-critical situations, and which factors influence the optimal level of automation. We aim to
bridge this research gap by conducting two user studies in a realistic smart home, capable of warning residents and
executing helpful actions during situations of varying criticality.We aim to answer the following research question:

RQ: Which role does automation play in smart home warning systems, and how do situations of varying danger
and urgency influence the users’ experiences with such systems?

3 Research Design
In order to answer our research question,we created a prototypical SHWS inside a living lab and conducted
two complementary user studies, focusing on different aspects of automation in SHWSs (see Sections 4 and 5):

• Study I: We invited 𝑁 = 48 participants into the living lab to interact with our prototype in varying
situations, collecting quantitative data through questionnaires focused on stress, interruption, and control.

• Study II: To extend the results of Study I and cover missing aspects, we conducted a follow-up study
with 𝑁 = 16 participants in a mixed-methods design, gaining deeper insights into the perception of our
prototype and focusing on false positives, unwanted automation, and factors influencing users’ preferred
automation levels.
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4 Study I: Interaction With Our SHWS Prototype
This section describes the evaluation of our prototypical SHWS in a quantitative lab study. Section 4.1 begins 
by providing detailed information on our chosen methodology. Section 4.2 then presents the results of our 
questionnaires.

4.1 Methodology
This section details the methodology for Study I, most of which is also relevant for Study II. Section 4.1.1 begins 
by presenting six hypotheses about SHWSs, followed by our smart home setup in Section 4.1.2. Section 4.1.3 
then provides information on the participants. Subsequently, Sections 4.1.4 and 4.1.5 elaborate on the chosen 
study design and variables, followed by participants’ tasks and the study’s procedure in Section 4.1.6. Ethical 
considerations are discussed in Section 4.1.7, after which Section 4.1.8 explains the analysis of the collected 
data. Results of Study I are presented in Section 4.2. Study II’s methodology and results are presented jointly in 
Section 5.

4.1.1 Hypotheses.

• H1 - High Danger ⇒ High Automation: Users prefer higher automation in smart home systems
during more dangerous situations than in less dangerous, everyday situations.
Reasoning: While prior research has shown a preference for semi-automatic systems [74, 75], we expect
that in high-risk situations, users will prioritize safety benefits provided by high automation, similar to
how lane departure warning systems and lane keep assist are used in cars to prevent accidents.

• H2 - High Danger ⇒ High Intent to Use: Users show a greater preference for utilizing smart
home features during more dangerous situations than in less dangerous, everyday situations.
Reasoning: We expect users who are generally critical of smart home features to recognize the immediate
safety benefits during dangerous situations and be more willing to utilize them during dangers.

• H3 - High Danger ⇒ High Stress During Warning: The system’s warnings during dangerous
situations cause more stress than warnings of less dangerous, everyday situations.
Reasoning: As SHWSs should match the warning intensity to the criticality of the hazard [42], we expect
that more dangerous situations in our study will lead to increased stress. This is a natural consequence of
the system issuing appropriately intense warnings to ensure that users recognize the criticality.

• H4 (bidirectional) - High Automation ⇒ Different Stress Level During Safety Protocol: The level
of automation has an effect on the stress experienced while executing the safety protocol.
Reasoning: Higher automation could reduce stress by quickly handling urgent dangers, requiring less
decision-making and avoiding panic situations. However, the sudden activation of multiple actuators might
also overwhelm users or require undoing if disagreed with.

• H5 - High Automation⇒ Low Interruption: Higher levels of automation in smart homes result
in less perceived interruption of everyday tasks than lower levels of automation.
Reasoning: We expect higher automation to cause fewer interruptions, as users will not need to manually
safeguard their homes. Lower automation requires more manual input, causing more interruption.

• H6 (bidirectional) - High Automation⇒ Different Level of Control: The level of automation has
an effect on the perceived control over the situation.
Reasoning: While prior research has shown that high automation can reduce perceived control [74, 75],
highly automated SHWSs could help manage time-critical tasks, allowing users to focus on other tasks.

4.1.2 Smart Home and Setup. The study was conducted inside a tiny house on the campus of our university, 
which is used as a living lab for our interdisciplinary research team to investigate (socio-)technical solutions for 
crisis preparedness and mitigation (see Figure 1). It features various pieces of furniture and a kitchen, including a
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(a) The building is covered with photo-
voltaic cells that provide electricity, al-
lowing it to keep up the most important
functionality during power outages.

(b) Interior: ceiling lights, LED strip, LED
bulbs, sliding door, window, fan, smart
speaker, flower pot, control panel. LED
lights were used to issue warnings.

(c) While experiencing warnings, partic-
ipants sorted colored cubes located on
seven shelves, simulating a moderately
challenging household activity.

Fig. 1. Outside (a) and inside (b + c) view of the smart home where our study took place.

wooden floor and ceiling. The interior comprises an open single room with several nooks and an open gallery. The
installed photovoltaic system on the building’s outer shell enables it to be self-sufficient during power outages
and to keep up emergency operation of its systems. We refer to this as “island mode” and also include it in our
study. Users can control the lights and various actuators, e.g., to adjust the building’s sliding door or its windows.
In the context of our study, we created a SHWS prototype with a 3D printed and assembled modular open

source smart speaker (see Figure 2a) that is based on the concept of Leinweber et al. [59]. It serves both as an
input and output device, and can be used to react to warnings that are issued during our study. The speaker
includes a button for user interaction as well as lights to communicate the system state. On a technical level,
integration with the smart home system uses a Raspberry Pi configured with Mosquitto as a Message Queuing
Telemetry Transport (MQTT) broker [48], alongside Node-RED1 and Zigbee2MQTT2 for communication and
device control. The built-in components of the smart home, including the light-emitting diode (LED) ceiling lights,
door and windows, were managed using the KNX to MQTT interface. For devices that were specifically installed
for the purpose of our study, we connected a Zigbee dongle to the Raspberry Pi to allow for the integration and
configuration of Zigbee devices. Each device was assigned a topic name and unique device name, which were
used in Node-RED for precise device addressing and control.
The smart home already had a central control interface installed on a wall, which can be used to adjust the

motorized sliding door (see Figure 2b), the motorized windows (see Figure 2c), and to manage the ceiling lights
(see Figure 2e), all of which can also be controlled by our SHWS. In addition to the motorized process, the sliding
door can also be opened manually by hand. In an effort to make the smart home more realistic and homely, we
integrated various devices and items within the building, including specialized LED light bulbs, an LED light
strip attached to the stairs’ handrailing, a fan, and potted plants.

4.1.3 Participants. We recruited 𝑁 = 48 participants (25 identifying as female, 23 as male, none as non-binary),
aged between 18 and 32 (𝑀 = 24.10, 𝑆𝐷 = 3.78), through university-internal mailing lists and posters. We chose
to recruit primarily students to reach more participants, as the mixed design of our study (see Section 4.1.4)
meant that participants would be divided among the different factor levels of the between-subjects variable (i.e.,
automation level). 25 participants were studying in a Bachelor’s program, 17 in a Master’s program, and five

1https://nodered.org/
2https://www.zigbee2mqtt.io/
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(a) Smart speaker and LED light bulb
that were used to issue warnings.

(b) Sliding door that had to be opened
or closed during the study.

(c) Windows that had to be opened or
closed during the study.

(d) Fan that had to be turned on or off
during the study.

(e) Ceiling lights that had to be turned
off during the study.

(f) Potted flowers that had to be watered
during the study.

Fig. 2. The interior of the smart home, which not only has a kitchen and furniture, but is also equippable with various smart
home interfaces that we used during our study.

were PhD students. To reduce sampling biases, we specifically recruited students from diverse majors, including
thirteen participants studying architecture, nine studying computer science, and five studying psychology. Other
majors included various engineering disciplines, political science, and sports science. Participants received 20
euros for approximately 45 minutes inside our smart home setup, ensuring compensation that exceeded the
minimum wage for both their participation and travel time to our setup. Prior to the main study, we conducted
two trials to ensure a smooth process.

4.1.4 Study Design and Independent Variables. Due to ethical concerns, we chose to conduct our study inside a
living lab, allowing us to keep control over the setup. While realistic field studies would certainly provide more
contextually valid data, we aimed to counteract the loss of realism through a distraction task and homely interior.
We used a 3 × 4 mixed design in our study. The first independent variable was the degree of automation of
the SHWS, with three different factor levels (between-subjects). Initial warnings were identical between
all of them, as the SHWS always signaled a warning by activating the light bulbs and LED strip and by playing a
sound through the smart speaker. However, further actions differed between the automation levels:

• Automation Level 0 (AL0) - Low level of automation, manual execution. If the user pressed the
speaker’s button, additional information about the detected threat and recommended actions were provided.
The system did not automatically execute these actions; users had to perform them manually if they wished
to implement the recommended steps.
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• Automation Level 1 (AL1) - Medium level of automation, timer-based execution. If the user pressed
the speaker’s button, additional information about the detected threat was provided. Moreover, the system
informed the user of the recommended actions and gave them a 30 second window to press the button
again if they wished to abort the execution. If the button was not pressed within 30 seconds, the system
automatically executed the actions of the predefined safety protocol.

• Automation Level 2 (AL2) - High level of automation, immediate execution. Without any user
interaction required, the speaker immediately informed the user of the detected threat and which actions
were recommended. The system instantly began executing the actions of the predefined safety protocol
and informed users that they could press the speaker’s button to cancel or undo them.

While interviews and online questionnaires have been used in prior research on smart home automation and
found that users seem to prefer semi-automatic systems [74, 75], we wanted to investigate this topic through
a study involving an actual prototype and focus specifically on smart home warning systems. We expect that
higher automation may be particularly useful in dangerous situations, though the exact specifics of the system
are not clear. Therefore, AL0 serves as an information-based system that warns residents, but requires interaction
to provide additional details and does not execute any actions; participants have to execute the recommended
actions on their own. For AL1 and AL2, we wanted the system to act automatically, but allow users a level of
interaction to retain a feeling of control. AL1 requires some user input and then executes the safety protocol
based on a timer, while AL2 does not require any input and executes the protocol immediately. The advantage of
AL2 is quicker execution and not requiring user input, while AL1 may be seen as favorable when users disagree
with the system’s actions.

Our prototype’s automatically executed actions include opening and closing the smart home’s windows and
doors, controlling the ventilation system, and disabling unnecessary electronic devices. For the warning of dry
potting soil (see below), the system simulated watering the plants by announcing it via the speaker. Additionally,
we attached a small pipe to the flower pot to make it look more realistic. Table 1 provides additional information
on how each automation level affected our SHWS prototype in each of the simulated warnings, which are
described next.
The second independent variable was the warning scenario, with four different situations (within-

subjects) shown in Table 1. The specific warning scenarios were chosen because they represent typical dangers
or problems that may occur in everyday life, including situations of varying criticality. The highest criticality
is given by the detected gas leak, as it is both highly dangerous and urgent for residents to react to. Another
warning was issued for intense heat, which can be dangerous to residents but does not pose the same urgency as
a gas leak. As our third warning, a power outage typically does not pose immediate danger to residents, though
it is still an urgent situation to be dealt with. Finally, the warning of dry potting soil neither poses a threat nor
does it require an urgent reaction, resulting in a very low criticality.

We generally followed the recommendations by Haesler et al. [42], presenting critical warnings more intensely.
However, we deviated slightly from their proposed taxonomy, and instead directly mapped the different attributes
to modalities: Danger was mapped to light color, with higher dangers using red lights and lower dangers using
white lights. Urgency was mapped to light permanence, with more urgent situations causing lights to flash and
less urgent situations resulting in static lights. Overall criticality was mapped to sound, with critical warnings
using sirens and less critical ones using notification sounds. We chose sensible recommended actions (which are
also referred to as safety protocol in the following) for each warning scenario and included multiple actuators
where possible.

As such, each participant was assigned one of the three automation levels and experienced four
different warning scenarios.
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Table 1. The four different situations that each participant was warned of during the study, including their danger, urgency, 
criticality, how they were presented, and the smart speaker’s recommended actions.

Situation Danger Urgency Criticality Warning Modalities

Gas Leak Very high Very high Very high Siren sound, flashing red lights, speaker voice mes-
sage “A gas leak has been detected in the area.”

Recommended Actions:
AL0: “Please close all windows and doors and turn off the fan.”
AL1: “In 30 seconds, I will close all windows and doors and turn off the fan. Push button to stop the execution.”
AL2: “I have to close the door, windows, and turn off the fan now. Push button to stop and undo the execution.”
Intense Heat High Medium High Siren sound, static red lights, speaker voice message:

“Very high temperatures have been detected.”
Recommended Actions:
AL0: “Please open the door, all the windows, and turn on the fan.”
AL1: “In 30 seconds, I open the door, all the windows, and turn on the fan. Push button to stop the execution.”
AL2: “I will open the door, all the windows, and turn on the fan. Push button to stop and undo the execution.”
Power Outage Low High Medium Notification sound, flashing white lights, speaker

voice message: “Strong fluctuations in the power grid
were detected. House is in island mode.”

Recommended Actions:
AL0: “Try to save electricity and turn off all unnecessary lights and devices.”
AL1: “In 30 seconds, I will turn off all unnecessary lights and devices. Push button to stop the execution.”
AL2: “I will turn off all unnecessary lights and devices. Push button to stop and undo the execution.”
Dry Soil None Low Very low Notification sound, static white lights, speaker voice

message: “Potting soil is very dry.”
Recommended Actions:
AL0: “Please water the plants.”
AL1: “In 30 seconds, I will water the plants. Push button to stop the execution.”
AL2: “I will water the plants.”

4.1.5 Dependent Variables and Control Variables. We collected responses to a mix of standardized questionnaires 
and custom Likert scale items that were specifically tailored to important aspects of our study. Unless otherwise 
noted, custom questions were based on 7-point Likert scales, with higher ratings indicating higher agreement. 
The full questionnaire is shown in Appendix B.1.

As dependent variables, we were interested in participants’ automation preferences and intentions to use 
smart home features to find out whether there is a difference between everyday life and warning situations 
(H1 and H2). Additionally, we were interested in the stress that our prototype’s warnings and actions would 
cause in participants, and whether the automation level had an influence on this (H3 and H4). We also assessed 
interruption and perceived control (H5 and H6). Additional questions were concerned with the perception of our 
prototype, including the system usability scale (SUS) [12] and the perceived suitability of the interfaces we used.

As control variables, we recorded the participants’ perceived workload of a distraction task (see Section 4.1.6) 
through the raw NASA Task Load Index (TLX) [43] and their affinity for technology interaction (ATI) [34].
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Additionally, we also recorded their prior knowledge of and experience with smart homes, which were recorded
on 5-point Likert scales to facilitate comparison with related work [42].

4.1.6 Task and Procedure. The studywas conducted over nine days, with each participant spending approximately
45 minutes inside the smart home. Upon arrival, participants were greeted, guided into the house, and given an
overview of the study. After we collected consent forms and informed participants of their right to exit the study
at any time, we emphasized that all warnings would be simulated and posed no real threat.
Participants were introduced to our SHWS prototype, experienced the speaker’s voice output, and pressed

its interactive button, which would later become relevant. To create more natural use contexts, we instructed
participants to perform a distraction task, which consisted of sorting 200 colored cubes that were randomly
distributed across seven trays (see Figure 1c). This task was designed to simulate attributes of common household
activities - simple, repetitive, but requiring moderate concentration - to alleviate the loss of realism tied to any
lab study. While participants sorted the cubes, warnings were issued in a randomized order using a Balanced
Latin Square [30] to minimize unsystematic variance due to learning effects and carry-over effects. Participants
had to resolve all situations on their own and were instructed to behave as they would in their own homes.

After each of the four warning scenarios, participants filled out a questionnaire about their interactive experi-
ences, focusing on their perception of the system. Upon completing all warnings, a final questionnaire including
ATI, general usability, and demographic questions was filled out, concluding their participation. Participants also
filled out the NASA TLX questionnaire to assess whether sorting the cubes was sufficiently distracting.

4.1.7 Ethics. As our study encompassed warnings in fictitious danger scenarios and could therefore trigger
traumatic responses or scare participants, we sought approval from our university’s institutional review board (IRB)
prior to the study. The approval was granted (Case EK 42/2023), and we made sure to clarify to participants that
they had the right to terminate the study at any point, both during initial contact and at the beginning of the
study. Additionally, participants were told that any warnings and dangers experienced during the study were not
real. As explained in Section 4.1.3, monetary compensation was granted above the level of minimum wage.

4.1.8 Analysis. We used questionnaires to assess participants’ perceptions of our prototype. Questions including
more than one independent variable were analyzed using multilevel linear models and planned contrasts, as
they have higher power than post-hoc tests [33], with details on our planned contrasts presented in Appendix A.
Questions that only include one independent variable were analyzed using one-way independent ANOVA. As
suggested by Field et al. [33], we only report significant main effects if the interaction effects are not significant.
We use a significance level of 𝛼 = .05 for all statistical conclusions.

4.2 Results
The following section will present the results of Study I. Section 4.2.1 begins with the control variables, before
Sections 4.2.2 and 4.2.3 focus on the hypotheses as well as the prototype’s actions and interfaces, respectively.

4.2.1 Control Variables. We assessed the perceived workload of the distraction task using the NASA TLX and
found that the task worked well, requiring moderate levels of attention without particularly high workload
(𝑀𝑑𝑛 = 22.9), comparable to everyday activities [40]. As all participants performed the same task regardless of
their assigned automation level, there were no significant differences in their TLX scores, 𝐹 (2, 45) = 0.62, 𝑝 = .542.

Next, we controlled for participants’ familiarity with smart homes on a scale from 1 to 5. While the term "smart
home" was not new to most participants (𝑀𝑑𝑛 = 4), prior experiences with smart home technology were less
common (𝑀𝑑𝑛 = 2), with 14 out of 48 participants never having interacted with any smart home technologies.
We found no significant differences between the groups in terms of their familiarity with the term "smart home"
𝐹 (2, 45) = 0.85, 𝑝 = .433, or their prior experience with smart home technology 𝐹 (2, 45) = 0.33, 𝑝 = .724.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 9, No. 1, Article 5. Publication date: March 2025.



5:12 • Henkel et al.

1

2

3

4

5

6

7

in general in warning scenarios

R
at

in
g

H1: preferred automation level

1

2

3

4

5

6

7

in general in warning scenarios
Scenario

R
at

in
g

H2: willingness to use SH features

1

2

3

4

5

6

7

gas heat power soil

H3: stress during alert

1

2

3

4

5

6

7

gas heat power soil

H4: stress during safety protocol

1

2

3

4

5

6

7

gas heat power soil
Warning Scenario

H5: extent of interruption

1

2

3

4

5

6

7

gas heat power soil
Warning Scenario

H6: control over the situation

Automation Level 0 1 2

Fig. 3. Participants’ ratings for the six Likert scale questions that were used to test our hypotheses. On the left: H1 and H2,
which were answered after all scenarios occurred. Middle and right: H3-H6, which were answered after each of the four
warning scenarios.

Finally, our participants showed a considerably higher affinity for technology interaction (𝑀 = 4.5, 𝑆𝐷 = 0.8,
on a scale from 1 to 6) than the average ATI score of 3.61 found in a sample of German citizens [34]. No significant
differences were found between the groups’ ATI scores, 𝐹 (2, 45) = 2.76, 𝑝 = .074.

4.2.2 Hypotheses. Figure 3 shows participants’ answers to the six Likert scale questions concerned with our
hypotheses. Statistics are presented in Table 2 and allow us to summarize our findings as follows:

• H1 - High Danger⇒ High Automation: Our results provide high statistical confidence to accept this
hypothesis. Participants preferred significantly higher automation levels during dangerous situations than
in everyday life.

• H2 - High danger⇒ High Intent to Use: Our results provide high statistical confidence to accept this
hypothesis. Participants were significantly more willing to use smart home features during dangerous
situations than in everyday life.

• H3 - High Danger⇒ High Stress During Warning: Our results provide high statistical confidence to
accept this hypothesis. Participants experienced significantly more stress during warnings of dangerous
situations than during warnings of less dangerous ones.
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• H4 - High Automation ⇒ Different Stress Level During Safety Protocol: Our results do not provide
statistical confidence to accept this hypothesis. We reject the hypothesis, as participants experienced
similar, medium-to-low levels of stress regardless of the experienced automation level.

• H5 - High Automation⇒ Low Interruption: Our results provide statistical confidence to partly accept
this hypothesis. The significant interaction effect of automation level × warning scenario shows that the
perceived interruption depends on the interaction of both independent variables. Breaking down this
interaction, we find two significant contrasts, C6 and C9, which reveal two interesting effects:
1) While participants always felt more interrupted using AL0 than using AL1, the difference between AL0
and AL1 was significantly more pronounced in dangerous situations than in less dangerous ones.
2) While the perceived interruption was similar between AL2 and AL1 in dangerous situations, participants
felt significantly less interrupted in less dangerous situations when using AL2 compared to AL1.

• H6 - High Automation ⇒ Different Level of Control: Our results provide statistical confidence to
partly accept this hypothesis. The significant interaction effect of automation level × warning scenario
shows that control over the situation depends on the interaction of both independent variables. Breaking
down this interaction, we find one significant contrast, C10, which reveals an interesting effect:
While participants using AL2 felt more in control over the gas leak than those using AL1, this effect was
reversed for the intense heat scenario, where AL1 resulted in higher control than AL2.

4.2.3 System’s Actions and Suitability of Interfaces. We also investigated other aspects of our prototype, including
whether our prototype assisted participants well and whether the used interfaces were suitable.

We found a significant main effect of the warning scenario on participants’ perception of the prototype’s assis-
tance, 𝜒2 (3) = 33.12, 𝑝 < .001. Breaking down this effect, we find one significant contrast: C2, 𝑏 = 0.78, 𝑡 (135) =
2.57, 𝑝 = .011, 𝑟 = .22, tells us that participants felt like the assistance provided by the system was significantly
better during the gas leak scenario than during the intense heat scenario.

Table 2. Summary of key statistics for each of the six hypotheses. "Smart Home" is shortened to "SH" in H2.

Hypothesis Main Effect Interaction Significant Contrasts
Automation Level (Warning) Scenario AL ×WS

H1: preferred 𝜒2 (2) = 0.86 𝜒2 (1) = 26.62 𝜒2 (2) = 1.24 -
automation level 𝑝 = .651 𝑝 < .001* 𝑝 = .542
H2: willingness to 𝜒2 (2) = 2.55 𝜒2 (1) = 10.75 𝜒2 (2) = 3.19 -
use SH features 𝑝 = .28 𝑝 = .001* 𝑝 = .203
H3: stress 𝜒2 (2) = 0.58 𝜒2 (3) = 81.53 𝜒2 (6) = 6.8 C3: 𝑝 < .001*, 𝑟 = .45
during alert 𝑝 = .748 𝑝 < .001* 𝑝 = .339
H4: stress during 𝜒2 (2) = 0.66 𝜒2 (3) = 25.48 𝜒2 (6) = 7.2 C3: 𝑝 = .012*, 𝑟 = .21
safety protocol 𝑝 = .72 𝑝 < .001* 𝑝 = .302
H5: extent of 𝜒2 (2) = 10.48 𝜒2 (3) = 50.27 𝜒2 (6) = 20.77 C6: 𝑝 = .019*, 𝑟 = .2
interruption 𝑝 = .005* 𝑝 < .001* 𝑝 = .002* C9: 𝑝 < .001*, 𝑟 = .35
H6: control over 𝜒2 (2) = 1.15 𝜒2 (3) = 8.5 𝜒2 (6) = 20.28 C10: 𝑝 = .01*, 𝑟 = .22
the situation 𝑝 = .564 𝑝 = .037* 𝑝 = .003*
* p < .05
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Fig. 4. Box plots for the perceived suitability of different interfaces. * denotes a significant effect of the automation level.

In an attempt to find out more about the individual interfaces that were used in our study, participants rated 
how suitable each of them was on a scale from 1 (not suitable at all) to 7 (very suitable). Figure 4 shows the 
results as box plots, split by the participants’ experienced automation levels. Most interfaces were seen as suitable, 
including both common (smart speaker, ventilation) and uncommon smart home features (island mode for power 
outages, motorized door, and windows). The speaker’s LED lights, however, were not rated as highly.
While the suitability of most interfaces did not vary between automation levels, there was an effect on the 

perception of the speaker’s button, 𝐹 (2, 45) = 4.13, 𝑝 = .023. Using the same contrasts as in Appendix A, we find 
that C1 is not significant, 𝑡 ( 45) = −0.12, 𝑝  = .909, while C2 is significant, 𝑡 (45) = 2.43, 𝑝 = .019, 𝑟 = .34. Therefore, 
participants that experienced AL2 considered the speaker’s button significantly more suitable than those in AL1, 
but there were no substantial differences between AL0 and AL1.
We also found a significant effect of the automation level on participants’ suitability rating of the LED strip 

(shown in Figure 1b) that was attached to the stairs’ handrailing, 𝐹 (2, 45) = 3.27, 𝑝 = .047. While neither of our 
contrasts (C1 or C2) are significant, the respective box plot suggests that the difference lies in the fact that the 
LED strip was rated higher in AL0 (𝑀 = 6.1, 𝑆𝐷 = 1.0) than in AL2 (𝑀 = 4.7, 𝑆𝐷 = 1.9). Indeed, if we apply the 
more conservative Bonferroni correction, post hoc tests confirm this result, 𝑝 = .042, 𝑑 = 0.92.
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5 Study II: False Positives and Unwanted Automation
While Study I provided valuable insights into the effects of automation in SHWSs, we conduct a follow-up study
to cover missing aspects. In Study II, we collect qualitative data on the system interaction in several situations,
including unwanted automation behavior, to more deeply analyze participants’ perceptions of our prototype. We
did not gather qualitative data in Study I to avoid it becoming too long. For the same reason, Study I focused
on three distinct automation levels and four warning scenarios. Study II explores different situations where
unwanted automation occurs due to false positives or varying individual preferences. We thereby address a
critical aspect that we observed in Study I: the intense heat scenario was rated significantly worse and multiple
participants pressed the smart speaker’s button to cancel or undo the safety protocol. By explicitly focusing on
unwanted automation, we aim to better understand the role of smart home automation in warning scenarios.

5.1 Methodology
To address these aspects, we conducted amixed-methods follow-up study, gathering data on the perception of
our prototype, false positives, and unwanted automation. We also investigatedmore nuanced differences
between automation levels and factors influencing them. Additionally, we explored participants’ envisioned
interaction with SHWSs to avoid errors and mitigate their effects.

5.1.1 Participants. For Study II, we recruited a more diverse sample than in Study I, consisting of 𝑁 = 16
participants with different backgrounds and ages (students, employees, but also retired, older adults, aged 19 to
67,𝑀 = 32.07, 𝑆𝐷 = 15.66). Eight identified as female, eight as male, and none as non-binary. We contacted them
through an internal mailing list, a forum for user studies, personal networks, and on the street. Education levels
ranged from Lower Secondary School degrees to Master’s degrees and equivalent. ATI scores (𝑀 = 4, 𝑆𝐷 = 1.07)
ranged from 2.44 to 6, resembling the national average more closely than Study I [34]. Four participants had
already participated in Study I, while 12 were new to the study’s context.

5.1.2 Procedure. Participation was possible both in person and remotely, and followed the same procedure
regardless of modality to ensure equal conditions between participants. After collecting consent forms and
clarifying the right to terminate the study at any point, we presented a brief overview of the procedure. We began
by presenting photos of our smart home setup and explaining the context. We then showed participants video
recordings of our prototype in each of the four warning scenarios used in Study I, randomized using a Balanced
Latin Square. We chose an automation level between AL1 and AL2: when warnings occurred, the speaker provided
information without the need to press a button, but the execution of the safety protocol was still based on a
30-second timer. After each scenario, participants shared their first impressions of our prototype’s warnings and
actions. Subsequently, we conducted semi-structured interviews pertaining to unwanted automation and errors
(see Appendix C). Finally, participants filled out questionnaires (see Appendix B.2).

5.1.3 Analysis. To analyze our qualitative data, we followed a hybrid thematic analysis approach based on
inductive and deductive coding using MAXQDA 243. The process included three researchers (R1, R2, R3) and
the following steps: 1) After R1 conducted and transcribed the interviews, R1 and R2 jointly created an initial
codebook based on their domain knowledge. 2) R1 re-read all transcripts and refined the codebook, followed by a
discussion with R2. 3) R1 and R3 used the codebook to independently code all transcripts, resulting in a substantial
inter-rater reliability based on a Cohen’s Kappa value of 𝜅 = 0.7 [18]. Disagreements were discussed and resolved.
The final codebook used for analysis is shown in Appendix D. Questionnaire data was used in conjunction with
the corresponding interview questions to better understand participants’ perception of unwanted automation,
envisioned interaction during errors, and interplay of factors that influence automation levels.

3https://www.maxqda.com/
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5.2 Results
The following section will present the results of Study II. We begin with qualitative results of the perception of 
our prototype in Section 5.2.1, followed by Section 5.2.2 on errors and Section 5.2.3 about envisioned interactions, 
before Section 5.2.4 concludes with factors that influence the optimal level of automation in SHWSs.

5.2.1 Perception of Our Prototype. Results of our semi-structured interviews show that our prototype was 
generally well-received. Regarding perception of warnings, most participants commented on the different 
modalities, confirming that the speaker’s sounds and the lights were perceived as intended. Sirens were clearly 
seen as more intense than the notification sound, as was the flashing of lights compared to static emission and 
the color red compared to white. However, many participants felt that warnings were generally too intense, 
especially for the heat and potting soil warnings. In case of dry potting soil, some participants stated that they 
would prefer no warning at all, and have the smart home water the plants automatically. Others only wanted to 
hear the speaker’s notification sound or see a single light turn on near the flowers, omitting the voice message. 
The warning of heat was almost unanimously perceived as too intense, with some participants preferring lower 
intensity warnings, while others thought the warning was entirely unnecessary. As P5 put it:

“For the heat scenario, I wouldn’t need either; I would figure it out myself. No notification, no action.” (P5)

Perceptions of our prototype’s actions show a similar pattern, varying based on the warning scenario. For
the nearby gas leak, participants spoke highly positively about the employed safety protocol. Few were unsure
whether the fan should be turned off or remain on to spread gas that had already collected in the house evenly.
Automatically closing windows and doors was seen as highly useful, especially as residents might not think
about it during panic situations. P12 also highlighted the speed advantage of automation:

“I think the actions are good. It would be executed much faster, especially in a house or in a large apartment, if I
didn’t have to do it myself.” (P12)

Many participants were happy about automated watering of flowers, as they often forgot to do so on their
own. For the power outage scenario, the safety protocol entailed a switch to the island mode to reduce energy
consumption and keep up emergency supply through photovoltaics. Most participants appreciated turning off
the fan, but turning off the lights was seen critically by some, as they worried about the risk of falling as a result
of sudden darkness. Instead, a common suggestion was to dim the lights or turn off lights in unused rooms.
The safety protocol for heat received by far the most negative responses from participants. Many were unsure
whether windows should be opened at all, or whether they should remain closed. For example, P9 assumed the
heat to be outside, and was concerned about it coming inside if windows and doors were opened by the SHWS.

“Depending on the situation, it makes less sense to open the door, as it might significantly heat up the room. An
additional measure could be to have the shutters automatically go down when it’s too warm outside.” (P9)

Even among those who understood the heat to be inside the home, concerns arose. For example, one participant 
viewed automatic opening of doors and windows as a security risk:

“I find the actions a bit questionable; I’m not sure if I’d want to open all my windows and doors for anyone. It’s a 
security risk, after all. We can’t assume that everyone has an ideal neighborhood or that there’s no one within a
3-kilometer radius, and it’s also a matter of privacy.” (P6)

While not all participants voiced concerns about the safety protocol for heat, the qualitative data from Study 
II confirms our suspicions from Study I and sheds more light on why the safety protocol for heat was rated 
significantly worse than for other scenarios.
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Fig. 5. Participants’ responses to questions concerned with the maximum accepted frequency of errors.

5.2.2 False Positives and Unwanted Automation. Unwanted automation may play a crucial role in SHWSs and
their acceptance. It can occur due to false positives (e.g., faulty sensors, public warnings), where the SHWS tries
to protect residents from non-existent dangers. However, even in case of true positive warnings, i.e., warnings of
existing threats, users may disagree with suggested safety protocols. Asked about their attitude towards errors,
one person felt that unwanted automation would increase her feeling of safety, as it shows that the system
is ready to protect her. However, most participants disagreed and reported unease thinking of such instances.
Others feared that automation could cause harm. P4 remembered a movie she had watched and described the
downsides of fully autonomous SHWSs:

“Recently, the movie “The House” 4was on TV, which was exactly about a house like that, where a family lived. The
house did things on its own, without them being able to control it, and I found that so oppressive and disturbing. I
find that idea really awful. Seeing it visualized, how such a house would be, was super creepy.” (P4)

Next to fear and reduced safety, frustration and annoyance were common themes, for example if the user had
to then undo the SHWS’s action again. P3 described how even well-meant automation can cause resentment:

“You feel a bit patronized, and it could also become very annoying. For example, with the gas warning, if the
window keeps opening and closing [...] I actually have personal experience with something like this. I once lived in
a dorm that had automated shutters to save energy. Every morning at 6, the shutters in my room would move and
wake me up, and there was no reason for it. If it happens regularly, it’s simply frustrating and irritating.” (P3)

P13 wondered if SHWSs could identify false positives based on new data and undo prior actions. When he 
realized the problematic nature of re-opening doors at night after a gas leak had been identified as a false positive, 
his solution was that SHWSs only undo actions if false positives are identified within one hour of execution.

Some participants mentioned how false positive warnings could lead to reduced trust in the system. However, 
they understood that not all errors could be avoided and agreed that certain errors may be acceptable as long 
as they did not cause larger damage. Answers to our questionnaire reveal complementary trends (see Figure 5). 
Participants were more accepting of unwanted automation with low damaging potential (e.g., lights or ventilation) 
than of actions with high damaging potential (e.g., sprinklers or emergency service notification).
42021 movie: a fully autonomous smart home develops a life of its own and threatens the owners, https://www.imdb.com/title/tt14917354/
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Fig. 6. Participants’ responses to questions concerned with different input devices to stop or undo automated actions.

5.2.3 Envisioned Interaction with SHWSs Before, During, and After Errors. To avoid errors that cause damage,
some participants wished for lower automation levels and for control over the system. This manifested in
responses to one of our questions, which asked participants to choose between opt-in and timer-based opt-out
systems, aiming to understand the considerations that affect the desired automation level. Interestingly, five
participants favored opt-in automation, while eight favored opt-out systems. However, more than the remaining
three participants struggled deciding on an option, as they saw advantages for each one. Reasons for selecting
opt-in systems included avoidance of unwanted actions, forgetting to cancel actions when busy, and too high
pressure of timer-based automation. Reasons for choosing timer-based opt-out systems included the reduced
effort compared to always agreeing with actions, quicker execution, and the fact that opting-in is not always
possible, as highlighted by P2:

“I would prefer [opt-out], because [opt-in] doesn’t account for situations where there’s a fire inside the house and
I’m already unconscious on the floor. [...] There are certain dangers where I can no longer give active consent, so it
would be bad if the house didn’t respond on its own after a certain amount of time.” (P2)

Some participants also mentioned the importance of customization to make sure that their smart homes
performed suitable actions. Such settings were typically envisioned as parts of smartphone apps, but also included
dashboards usable on PCs or the ability to customize the SHWS via smart speakers. Desired customization options
included fine-grained settings of automated actions for specific (types of) dangers, but also the ability to define
how serious different hazards are in the user’s opinion, as highlighted by P5:

“We’ve seen that the heat warning is not important to me. I’d like to be able to set up each individual case separately.
It’s hard to pinpoint a danger level, as the system might rate heat just as high as something more dangerous.” (P5)

When asked about the envisioned interaction with SHWSs before, during, or after unwanted automation, 
participants mentioned a mix of voice-based and touch-based ways to cancel or undo these actions. Most 
(𝑁 = 12) thought of talking to smart speakers, i.e., yelling “Stop!” (P1) or “Alexa, re-open the windows!” (P15). 
Smartphone apps were also commonly mentioned. Other devices included monitors mounted to walls and acting 
as control hubs, touchpads outside the house in case of being locked out, and buttons, e.g., on the smart speaker 
or walls. Figure 6 shows results of our questionnaire regarding interaction with SHWSs during or after unwanted 
automation, showing similar results.
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Fig. 7. Participants’ responses to questions concerned with the optimal timer before SHWSs should perform actions in
different suspected hazard scenarios. Hazards include one high criticality scenario (fire) and one low criticality scenario
(poor air quality). Safety protocols entail two actions with highly negative consequences in case of false positive (sprinklers,
purchasing air filter) and two actions with smaller negative consequences (closing windows, activating air conditioning).

5.2.4 Factors Influencing the Preferred Automation Level. We saw three key factors that may influence which level
of automation is optimal for SHWSs: danger, urgency, and negative impact of automation during false positive
warnings. To investigate how participants considered these aspects, our questionnaire assumed a timer-based,
opt-out SHWS and presented two scenarios, each with two potential automated actions. Participants answered
how long the SHWS should wait before automating each action, both on a Likert scale and via free text fields.
Figure 7 depicts participants’ answers to these questions. Closing windows during suspected fires should

happen almost immediately (𝑀𝑑𝑛 = 7.5 seconds), while the purchase of air filters after detection of poor air
quality should never happen without consent, or at least require high timers (𝑀𝑑𝑛 = 24 hours). These results
confirm our expectations, well-summarized by P1:

“In urgent or dangerous situations, I would like a high level of automation. In less urgent or less dangerous
situations, I’d be fine with a lower or medium degree of automation to avoid damages caused by the system.” (P1)

However, these factors may be competing. Balancing the danger of fire and the damaging potential of sprinklers
was more difficult for participants (𝑀𝑑𝑛 = 2 minutes). Similarly, opinions on automated ventilation to improve
air quality differed significantly (𝑀𝑑𝑛 = 1 minute).

Next to danger, urgency, and negative impact of automation, our interviews also revealed a set of other factors
influencing the optimal automation level of SHWSs. The full list of factors can be found as “Factors Influencing
Automation Level” in the Appendix D. The following summarizes three different types of factors that we identified.

1) Personal and Contextual Factors include various aspects related to each individual person and situation. Some
participants discussed age, and related to it, affinity for technology interaction and impairments, as influencing
factors. For example, some participants highlighted how high automation could be particularly beneficial to
individuals with physical impairments. Similarly, some imagined that elderly may benefit from higher automation,
as having to stand up and manually “safeguard” the house could be delegated to the SHWS. Conversely, P7
thought that younger individuals may be more comfortable with higher automation due to growing up with
technology. Living situation was another concern and entailed the size of the house or apartment as well other
household members. For example, P14 struggled deciding between opt-in and opt-out systems because of this:

“I cannot really decide between these options. I was thinking, what if I’m not at home? Or what if it is not me
consenting to the safety protocol, but my 7-year-old son? It’s complicated.” (P14)
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Finally, location emerged as an important factor. P6 preferred opt-out automation but thought that her SHWS 
should not be allowed to execute certain actions if she was not at home. However, P5 argued the other way round:

“If I’m not at home and the action can’t be carried out because it’s waiting for my active consent, that would be
difficult. So I think it would be good to differentiate. If I’m at home, it should always ask for active consent, but if
it’s urgent, with a high level of danger, and I’m not home, then it should be able to execute without consent.” (P5)

2) System Design Factors play a crucial role in shaping automation levels, as they encompass features of the
SHWS itself. For example, both the utility of automated actions and the effort that automation saves influence
whether actions should be automated or not. Multiple participants also discussed that reversibility is an issue,
highly related to the damaging potential of actions. Automating reversible actions, such as closing windows,
was viewed as less problematic than irreversible ones, such as watering flowers or sprinkler systems. Some
participants also considered the frequency of errors when deciding on opt-in or opt-out systems:

“I assume that the system acts correctly more often than it does mistakes, so opt-out would be much less effort than
constantly having to consent to automation. In reality, we could also measure how often it is right or wrong.” (P3)

3) Warning Factors include elements that pertain directly to the nature and context of warnings. Next to danger
and urgency, multiple participants cared more about hazards inside the house than about hazards outside, and
consequently preferred higher automation for inside ones. The frequency of warnings was also seen as relevant
by some participants, with common problems calling for higher automation. Finally, time of day was brought up
by multiple participants. A common concern was how automatically turning off lights at night to save energy
during power outages could be dangerous. However, another participant also mentioned the advantages of higher
automation at night:

“I generally prefer [opt-out systems]. I would still feel like I’m in control, and if a danger occurred at night and I
am asleep, I would always prefer [opt-out systems].” (P4)

6 Discussion
In the following, we will discuss the results of our studies in the broader context of our research question: Which 
role does automation play in smart home warning systems, and how do situations of varying danger and urgency 
influence the users’ experiences with such systems? We begin with the potential we see in SHWSs in Section 6.1. 
This is followed by Section 6.2 on the design of warnings in the smart home context. Section 6.3 then focuses 
on the role that automated actions play in safety-critical situations and how potential errors impede desires for 
automation. Finally, we discuss limitations of our studies and ideas for future work in Section 6.4.

6.1 The Potential of Smart Home Warning Systems
We created a prototypical SHWS and evaluated it in two complementary studies. Study I revealed the potential 
of such systems to enhance domestic safety by evaluating the general prototype, different automation levels, and 
modalities. Study II assessed unwanted automation and provided deeper insights into our prototype through 
interviews and questionnaires. By combining public and local warnings and employing automated actions, i.e., 
safety protocols, SHWSs can act as an additional warning channel and support users in dealing with dangers. 
In Study I, we saw that participants were generally willing to use smart home features, particularly in warning 
situations (𝑀𝑑𝑛 = 7), even though many of them had no prior experience with the technology. These results 
are also reflected in the perceived usability of our prototype, which was consistently high across all automation 
levels, with AL0 (𝑀 = 82.0, 𝑆𝐷 = 13.1), AL1 (𝑀 = 83.6, 𝑆𝐷 = 8.4), and AL2 (𝑀 = 85.9, 𝑆𝐷 = 7.7) scoring at the
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91st, 94th, and 96th percentiles, respectively [13]. All three automation levels seem to have resulted in highly 
usable SHWS prototypes. Similarly, Study II found that many participants appreciated the concept of SHWSs.

While we do not expect SHWSs to replace existing warning channels, their unique advantages look promising 
to enhance domestic safety in the future. With smart home technology becoming more ubiquitous over time, 
integrating additional features becomes increasingly viable and allows for more proactive hazard mitigation.

6.2 Warning Residents of Dangers
Our studies provided valuable insights into the design of warnings in a smart home context. While we followed 
prior work’s suggestion to present warnings based on their criticality [42], our system directly mapped different 
attributes to modalities. Study I showed that warnings of more dangerous scenarios caused more stress, an 
attribute generally desirable in warning systems. Study II underscores this result, though our interviews also 
revealed more nuance to it. In particular, many participants did not view intense heat as very dangerous and 
therefore thought that the warning was too intense, reinforcing the importance of matching the intensity of 
warnings to the perceived criticality of hazards. Interestingly, the LED strip attached to the stairs was rated 
significantly less suitable in AL2 (𝑀𝑑𝑛 = 6) than in AL0 or AL1 (𝑀𝑑𝑛 = 4.5), an effect that was not present for the 
light bulbs spread across the living lab. Our interviews provide an explanation for this effect: light strips are more 
noticeable and warnings were generally seen as less important if the SHWS could deal with hazards on its own:

“I would even go so far as to say that if the plant soil is dry, I don’t want to be notified at all — I just want the
house to take care of it automatically.” (P10)

This shows that howwarnings should be presented also depends on the employed automation level. Importantly,
the perception of hazards is subjective: most but not all participants viewed intense heat as less dangerous than
we had anticipated. Additionally, while 12 participants in Study II preferred being warned too often, four preferred
being warned too rarely. This subjectivity calls for the possibility to customize SHWSs, allowing users to adjust
their systems to their own needs. While customization is a well-known requirement in warning apps [56] and
includes sounds [58] and types of warnings [44], it is even more relevant in SHWSs. Prior research has already
shown that users of general smart home technology shape their ecosystems based on various personal factors [91],
and in safety-critical contexts, they may wish to further customize colors or connect other IoT devices to alert
them in a way that they appreciate. As an uncritical example of a creative use case for IoT devices informing
users of events, participants of a co-design workshop ideated an inflatable cat that would inflate and raise to
the ceiling to indicate that the owners’ cat is in front of their door [9]. While this example describes more of a
playful, everyday life situation, allowing users to customize modalities could help better satisfy their needs. This
might also be helpful to impaired individuals, such as elderly or blind smart home users, who can benefit a lot
from voice-based interaction [57, 61, 69], but may have unique requirements compared to the average user.

6.3 The House That Saves Me? The Roles of Automated Safety Protocols and Errors
A crucial part of our work has been concerned with automation levels in SHWSs. Both of our studies found
that users preferred higher automation during warning situations than in everyday life, showing the distinction
between general home automation preferences [74, 75] and automation in safety-critical contexts. Most automated
actions were seen positively, including the speed and utility of automating windows, fans, and watering the
flowers. However, we also found that most participants did not wish for the maximum automation possible. This
manifested in Study I through the significantly reduced feeling of control with AL2 compared to AL1 during
the intense heat scenario, whose safety protocol many participants disagreed with. Vice versa, participants
had significantly higher control over the gas leak with AL2 than AL1, as they agreed with its safety protocol.
Therefore, timer-based automation can maintain control when users disagree with automated actions, which
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was further underscored in Study II: Participants wanted their SHWSs to give them a window of time to become 
aware of the situation, though higher danger again called for higher automation, i.e., through shorter timers:

“I thought 30 seconds was too long, in dangerous situations [...] I would like [opt-out automation], but with shorter
timers, for example 10 seconds.” (P8)

While higher danger and urgency called for higher automation, most participants did not want fully autonomous
smart homes, citing fear, unease, or frustration about potential errors. As 37 out of 48 participants in Study I
did not want their homes to act completely autonomously during warning situations (𝑀𝑑𝑛 = 6), our findings
relate to prior research on smart home usage intention, which suggests that high automation is not as important
as high controllability [6, 93, 94]. Unsurprisingly, we also saw a strong desire for being able to stop or undo
safety protocols, including both touch-based and voice-based input devices. Voice commands directed towards
smart speakers and smartphone app were preferred by most participants, though buttons, wall-mounted displays,
and smartphone voice input were also seen as useful. Interestingly, the ranking varies between stopping and
undoing SHWSs’ actions. A likely explanation is that stopping a safety protocol may need to happen quickly and
is easier to perform through voice commands or pressing a tangible button, while smartphone apps may allow
more precise options to undo actions after the fact. While higher automation resulted in lower interruption, it is
important to keep in mind that habituation effects [87] could lead to users overly relying on their SHWSs to save
them. Fortunately, we found that high dangers still caused moderate levels of interruption even with AL2.

Next to the hazard’s danger and urgency, we also found that the optimal automation level depends on various
other factors, some of which relate to unwanted automation and false positives. As errors cannot always be
avoided, we argue that in addition to danger and urgency, automation levels need to be based on the cost of
unwanted automation due to false positives. However, as the hypothetical fire + sprinkler scenario demonstrated
(see Figure 7), this consideration can be difficult: some participants wanted their homes to immediately activate
sprinklers if a fire was suspected, while others wished for timers of up to 15 minutes to avoid water damage.
Additionally, frequency of errors inversely correlates with automation level, while frequency of hazards and
users’ impairments positively correlate. Other factors, such as living situation or location, add further complexity.
Thus, we again point towards customization: allowing users to shape their systems as they envision them [91] is
crucial to ensure that SHWSs do not cause more problems than they solve.

6.4 Limitations and Future Work
While our study presents an important step towards understanding automation in SHWSs, it has some limitations,
which will be discussed in the following alongside ideas for future work.

(1) The sample of Study I included mostly students and was therefore, on average, rather young and well-
educated. Correspondingly, the average ATI was significantly higher than that of German citizens [34].
While tech-savvy users are an important target group for the smart home market, we recognized the bias
and recruited a more diverse sample for Study II. Nonetheless, future work should aim to recruit more
diverse samples. In particular, elderly users or people with disabilities [101], including those with impaired
mobility or vision [69], could benefit from voice-based SHWSs with automated safety protocols.

(2) We conducted our research inside a living lab to investigate the interaction of automation and warning
scenarios. As prior HCI research has shown, realism plays a critical role in ensuring ecological and external
validity of studies [60], which is why we equipped the environment with common smart home devices
and furniture. Despite our efforts to enhance the natural feel of the laboratory environment, we note that
a lab study inherently lacks the realism of a field study. This design was chosen for two reasons. First,
elaborate prototypes with automated windows and sliding doors cannot easily be set up in real, domestic
spaces. Second, there are particularly high ethical concerns when conducting safety-critical studies in the
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field. Unwanted automation of a prototype could cause damage or harm participants, which the controlled
setting of our lab study avoided. Future work could look to conduct (long-term) field studies to investigate
SHWSs under more realistic conditions, but needs to pay specific attention to such ethical concerns.

(3) Our first study investigated three fixed automation levels and four different warning scenarios. As realistic
home setups often encompass more nuanced interstage levels, Study II put specific emphasis on opt-in and
opt-out systems and asked participants to choose specific timers for different situations, covering more
than the initial three automation levels. However, we have not yet examined the effects of adaptive or
adaptable automation [84] based on the criticality of the warnings, which future work should investigate.

(4) During Study II, some participants suggested other ideas for safety protocols, such as automated shutters
during heat waves. Similar to research collecting creative use cases of general smart home technology [1],
future work should collect users’ visions of IoT use cases that enhance safety in the context of SHWSs, for
example by co-designing systems and assessing which aspects actually need to be customizable.

(5) Some participants wondered which automated action would take priority if multiple hazards attempted to
simultaneously control one device, which may be a highly subjective topic. This question was recently
investigated in general smart home contexts [96] and could be investigated in future work on SHWSs.

7 Conclusion
Smart home technology has become widespread over the years and provides ways of improving modern living.
Customizable trigger-action programming allows even lay users to automate their domestic spaces, leading to
advantages in comfort or efficiency. Other devices increase the users’ safety and security, such as smart smoke
detectors or security cameras. We see an opportunity for SHWSs, i.e., smart home systems that warn of dangers
and automate safety protocols, to enhance residents’ safety. To assess the role of automation in such systems,
we conducted two complementary user studies based on a prototypical SHWS. Study I invited participants into
a living lab, which was equipped with a smart speaker, interfaces to warn residents, and actuators to control
electronic devices, windows, and doors. As they experienced one of three automation levels and four different
warning scenarios, each with a different level of danger and urgency, we collected data on their perception
through questionnaires. Study II extended the focus, gathering qualitative data on the perception of our prototype
and exploring how errors, i.e., false positives and unwanted automation, affect participants’ attitudes. Our results
show that smart home automation is not only useful in everyday life, but can also be helpful in warning situations.
We found that participants preferred higher automation in more critical situations and seemed open to the idea of
using smart home features to control electronic devices, windows, and doors. Usability was consistently high for
all evaluated automation levels. However, we also found that some warnings were regarded as too intense and that
the employed safety protocol for intense heat was viewed negatively. These results shed light on how different
automation levels can influence control, especially if users disagree with the SHWS’s actions. Additionally, while
we found that higher automation can reduce perceived interruption, most participants wished for timers before
actions are executed, allowing them to understand the situation and intervene if needed. Providing an easy way
to cancel or undo safety protocols is also a key part of SHWS design and includes voice-based and touch-based
interaction. Overall, we conclude that SHWSs have high potential to ensure the safety and security of residents,
and are eager to see how the pervasive nature of IoT technology will influence our homes in the future.
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A Contrasts
In order to break down main and interaction effects of our multilevel linear models, we used the following
planned contrasts:
(1) Automation level: For the automation level, we saw AL1 as a baseline condition that requires some user

interaction, but also executes some actions automatically. As previous research on smart homes in general
shows, users seem to prefer semi-automatic systems [74, 75]. Therefore, we compared our semi-automatic
condition with the other two conditions, resulting in the following two contrasts:
• Contrast 1 (C1) compares low automation (AL0) to medium automation (AL1).
• Contrast 2 (C2) compares high automation (AL2) to medium automation (AL1).

(2) Warning scenario: For the warning scenario, we were interested in the effects of danger and urgency on
the participants’ perception. Therefore, we chose the following three contrasts.
• Contrast 3 (C3) compares the more dangerous scenarios (gas leak and intense heat) to the less dangerous
ones (power outage and dry soil).

• Contrast 4 (C4) compares the more urgent gas leak to the less urgent intense heat scenario.
• Contrast 5 (C5) compares the more urgent power outage to the less urgent dry soil scenario.

(3) Warning scenario × automation level: For the interaction of our independent variables, contrasts were
simply all combinations of the above contrasts.
• Contrast 6 (C6) compares AL0 to AL1 while comparing the dangerous scenarios to the less dangerous
ones.

• Contrast 7 (C7) compares AL0 to AL1 while comparing the gas leak to the intense heat scenario.
• Contrast 8 (C8) compares AL0 to AL1 while comparing the power outage to the dry soil scenario.
• Contrast 9 (C9) compares AL2 to AL1 while comparing the dangerous scenarios to the less dangerous
ones.

• Contrast 10 (C10) compares AL2 to AL1 while comparing the gas leak to the intense heat scenario.
• Contrast 11 (C11) compares AL2 to AL1 while comparing the power outage to the dry soil scenario.

B Questionnaires

B.1 Study I: Interaction with SHWSs
The following six questions are part of the TLX scale [43] and were asked after the distraction task (sorting
cubes), rated on a scale from 1 to 20.

• How much mental and perceptual activity was required (e.g. thinking, deciding, calculating, remembering,
looking, searching, etc)? Was the task easy or demanding, simple or complex, exacting or forgiving?

• How much physical activity was required (e.g. pushing, pulling, turning, controlling, activating, etc)? Was
the task easy or demanding, slow or brisk, slack or strenuous, restful or laborious?

• How much time pressure did you feel due to the rate of pace at which the tasks or task elements occurred?
Was the pace slow and leisurely or rapid and frantic?

• How successful do you think you were in accomplishing the goals of the task set by the experimenter (or
yourself)? How satisfied were you with your performance in accomplishing these goals?

• How hard did you have to work (mentally and physically) to accomplish your level of performance?
• How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content, relaxed and
complacent did you feel during the task?

The next questions were asked after each warning scenario, rated on a scale from 1 to 7.
• Did you experience stress due to the system’s behavior during the alert?
• Did you experience stress due to the system’s behavior after the alert, during the execution?
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• To what extent were you interrupted in the execution of your task (sorting) by the alert?
• I had the situation under control.
• Did the system provide you with the assistance you needed in the situation?
• Did the system cause you any negative feelings?
• I would have performed the same actions without the system.

The following questions were asked once after all four scenarios had been completed, rated on a scale from 1
to 7.

• What level of automation should the system in your home have in general?
• What level of automation should the system in your home have during warning scenarios?
• If these functions were available in your home, would you activate / use them in general?
• If these functions were available in your home, would you activate / use them during warning scenarios?
• How suitable do you find the following interfaces of the smart speaker? (sounds, LED lights, button, voice
output)

• How suitable do you find the following interfaces of the house overall? (windows, door, monitor, island
mode, ventilation, LED strip, light bulbs, smart speaker)

Additionally, the SUS [12] and ATI [34] scales were administered on their respective scales.
SUS:
• I think that I would like to use this system frequently.
• I found the system unnecessarily complex.
• I thought the system was easy to use.
• I think that I would need the support of a technical person to be able to use this system.
• I found the various functions in this system were well integrated.
• I thought there was too much inconsistency in this system.
• I would imagine that most people would learn to use this system very quickly.
• I found the system very cumbersome to use.
• I felt very confident using the system.
• I needed to learn a lot of things before I could get going with this system.

ATI:
• I like to occupy myself in greater detail with technical systems.
• I like testing the functions of new technical systems.
• I predominantly deal with technical systems because I have to.
• When I have a new technical system in front of me, I try it out intensively.
• I enjoy spending time becoming acquainted with a new technical system.
• It is enough for me that a technical system works; I don’t care how or why.
• I try to understand how a technical system exactly works.
• It is enough for me to know the basic functions of a technical system.
• I try to make full use of the capabilities of a technical system.

Finally, general questions were asked:
• How familiar were you with the term "smart home" before the study? (1 = never heard of, 5 = very familiar)
• How much experience did you have with smart home technologies before the study? (1 = never been in
contact with a smart home, 5 = use them a lot)

• Do you use warning apps?
• What is your age?
• What is your gender?
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• If you are a student, what is your major?
• What is your current highest level of education?

B.2 Study II: Mixed-Methods Evaluation of Prototype, False Positives, and Unwanted Automation
• If you had to choose, would you prefer a smart home system that warns you too often or too rarely?
• If you had to choose, would you prefer a smart home system that executes automated actions too often or
too rarely?

• How often could you accept the following errors at most? (erroneous warning, unwanted automation of...
windows, sprinklers, roller shutters, emergency service notification, lights, entrance door lock, watering
flowers, ventilation systems) - answer options included: once a day, once a week, once a month, once a
year, less frequently or never

• How much would you like to use the following devices to stop automated actions of your house before or
as they happen? (smart speaker button, smart speaker voice input, smartphone voice input, smartwatch
voice input, wall-mounted displays, smartphone app, smartwatch app, other) - rated on a scale from 1 =
would not use at all to 7 = would really like to use

• How much would you like to use the following devices to undo automated actions of your house after
they happened? (smart speaker button, smart speaker voice input, smartphone voice input, smartwatch
voice input, wall-mounted displays, smartphone app, smartwatch app, other) - rated on a scale from 1 =
would not use at all to 7 = would really like to use

• (fire + sprinkler) How long should your smart home wait before automatically activating the sprinklers?
- rated via free text field and on a scale from 1 = never trigger without consent to 7 = always trigger
immediately

• (fire + windows) How long should your smart home wait before automatically closing the windows? - rated
via free text field and on a scale from 1 = never trigger without consent to 7 = always trigger immediately

• (poor air quality + purchasing new air filter) How long should your smart home wait before automatically
purchasing a new air filter? - rated via free text field and on a scale from 1 = never trigger without consent
to 7 = always trigger immediately

• (poor air quality + activating ventilation) How long should your smart home wait before automatically
activating the air conditioning? - rated via free text field and on a scale from 1 = never trigger without
consent to 7 = always trigger immediately

Additionally, general questions about participants’ age, gender etc. were asked (similar to the above).

C InterviewQuestions

C.1 Perception of Prototype
• Q1 (4x, once per warning scenario): What is your first impression of how the house warned you? Did you
like any of them? Did you dislike any of them? Would you have preferred anything else?

• Q2 (4x, once per warning scenario): What is your first impression of the actions? Did you like any of them?
Did you dislike any of them? Would you have preferred anything else?

C.2 Unwanted Automation and False Positives
• Q3: In your opinion, what does the optimal level of automation depend on? Are there situations where you
would like higher or lower automation?

• Q4: How would you feel if your smart home executed actions trying to protect you, even though the danger
is not real / may not want these actions to occur?

• Q5: Out of the two options [opt-in] and [opt-out], which would you prefer and why?
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• Q6: Should the level of automation in your home depend on the danger level of a warning?
• Q7: Should the level of automation in your home depend on the urgency of a warning?
• Q8: Should the level of automation in your home depend on the consequences of the automated action?
• Q9: How do you envision your interaction with your smart home if it has executed or is about to execute
an action that you do not want to happen?

• Q10: Through which devices would you like to stop or undo actions of your home?

D Codebook

Table 3. Final codebook used to analyze interview data.

(a) Participants’ Impressions of Prototype

Warning ⟨positive⟩ ⟨negative⟩ ⟨LED bulbs⟩ ⟨LED strip⟩ ⟨speaker sound⟩ ⟨speaker
message⟩ ⟨other suggestion⟩

Execution ⟨positive⟩ ⟨negative⟩ ⟨windows⟩ ⟨sliding door⟩ ⟨fan⟩ ⟨ceiling lights⟩
⟨watering flowers⟩ ⟨fan⟩ ⟨other suggestion⟩ ⟨utility⟩ ⟨speed⟩

Interaction ⟨positive⟩ ⟨negative⟩ ⟨control⟩ ⟨modality⟩
(b) Oversensitive Smart Home Warning Systems

Errors ⟨unpleasant⟩ ⟨safety⟩ ⟨trust⟩ ⟨frustration⟩ ⟨fear⟩ ⟨control⟩
Interaction ⟨cancel⟩ ⟨reverse⟩ ⟨settings⟩ ⟨timing⟩ ⟨voice-based⟩ ⟨touch-based⟩
(c) Factors Influencing Automation Level

Personal and Con-
text

⟨activity⟩ ⟨age⟩ ⟨instructions⟩ ⟨impairments⟩ ⟨living situation⟩ ⟨safety
attitude⟩ ⟨ATI⟩ ⟨location⟩

System Design ⟨frequency of errors⟩ ⟨reversibility⟩ ⟨damage or cost⟩ ⟨utility⟩ ⟨effort
of manual execution⟩

Warning ⟨danger level⟩ ⟨urgency⟩ ⟨location of hazard⟩ ⟨frequency⟩ ⟨time of day⟩
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