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Abstract
Misinformation through data visualisation is particularly danger-
ous because charts are often perceived as objective data repre-
sentations. While past efforts to counter misinformation have fo-
cused on text and, to some extent, images and video, developing
user-centred strategies to combat misleading charts remains an
unresolved challenge. This study presents a conceptual approach
through ChartChecker, a browser-plugin that aims to automatically
extract line and bar chart data and detect potentially misleading fea-
tures such as non-linear axis scales. A participatory design approach
was used to develop a user-centred interface to provide transparent,
comprehensible information about potentially misleading features
in charts. Finally, a think-aloud study (N = 15) with ChartChecker
revealed overall satisfaction with the tools’ user interface, compre-
hensibility, functionality, and usefulness. The results are discussed
in terms of improving user engagement, increasing transparency
and optimising tools designed to counter misleading information in
charts, leading to overarching design implications for user-centred
strategies for the visual domain.

CCS Concepts
•Human-centered computing→ Empirical studies in HCI;
Social media; Empirical studies in collaborative and social comput-
ing.
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misinformation, disinformation, fake news, user-centred interven-
tion, charts, data visualisation, transparency

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
DIS ’25, Funchal, Portugal
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1485-6/25/07
https://doi.org/10.1145/3715336.3735784

ACM Reference Format:
Tom Biselli, Katrin Hartwig, Niklas Kneissl, Louis Pouliot, and Christian
Reuter. 2025. ChartChecker: A User-Centred Approach to Support the Un-
derstanding of Misleading Charts. In Designing Interactive Systems Confer-
ence (DIS ’25), July 05–09, 2025, Funchal, Portugal. ACM, New York, NY, USA,
28 pages. https://doi.org/10.1145/3715336.3735784

1 Introduction
Global crises such as the COVID-19 pandemic and the War in
Ukraine have exacerbated the spread of online misinformation,
posing significant challenges due to the algorithmic amplification
of false information over factual news [109, 112]. Manual fact-
checking and content moderation are resource-intensive, highlight-
ing the need for advanced methods to mitigate this problem. In
particular, misinformation conveyed through data visualisation
poses unique risks because charts are often viewed as objective
representations of information. Previous studies suggest that charts
significantly influence user perception [47, 61, 69], yet tools for
detecting misinformation in charts lag behind other modalities.
Following the approach of other researchers [4, 25, 67, 114], we use
the term misinformation as an umbrella term that includes both
intentionally misleading information, commonly referred to as dis-
information or, less commonly in academic contexts, fake news, and
unintentionally misleading information. Misinformation can take
many forms, including false news, conspiracy theories, and inac-
curate reporting [117]. While charts aim to simplify information,
poor design choices can mislead viewers. Well-established design
principles, such as clear titles, labelled axes, and appropriate scale,
guide good practice [116]. Common problems include manipula-
tion of vertical scales, selective data presentation and incorrect axis
labelling, colour reversals, and generally inappropriate chart types
[69, 116].

Human-computer interaction (HCI) research addresses misinfor-
mation through a variety of approaches, including exploring the
factors that drive its spread [25], investigating how social media
users engage in the sharing of misinformation [68], and focusing
on the user-centred design of digital interventions, such as warn-
ings or corrections, to counter misinformation [44]. Despite some
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progress, the field is still in need of novel approaches. While chart
classification and detection of textual misinformation are relatively
well-studied challenging research domains, automatically analysing
and transparently informing about a potentially misleading repre-
sentation of information in charts remains relatively unexplored.
Thus, we complement and extend HCI research by taking a user-
centred perspective and introduce ChartChecker to support users in
dealing with misleading information in charts. We chose a partici-
patory design approach to develop a comprehensible user interface
of ChartChecker, a browser extension to detect misleading features
in charts and foster users’ critical reflection on deceptive charts.
The design was informed by 𝑁 = 10 participant interviews and
evaluated in a think-aloud study (𝑁 = 15). To allow for a more
realistic scenario and to not only rely on simulations, we further
evaluated the feasibility of the technical data extraction and mis-
leading feature detection in charts. Therefore, we extended previous
work on a browser extension that detects misleading features in
line charts [32] by implementing the additional type of bar charts
and extending the approach to several more misleading features
such as non-linear axis scales, multiple axes, or inconsistent tick
intervals in addition to truncated or inverted axes. Our study re-
vealed that users desired a direct comparison between the original
and recommended charts, along with a transparent list of detected
misleading features. ChartChecker was generally well-received,
especially for its transparent explanations and the introduction of a
recommended chart with a more neutral depiction of information.
While the tool has the potential to correct user misunderstandings
and help transfer insights to new, unseen charts, it is important
to note that ChartChecker provides guidance but not the absolute
truth about the “best” way to present chart information. Thus, our
contributions are twofold: (C1) providing a user-centred approach
to transparently support users in assessing potentially misleading
charts, and (C2) advancing the automatic detection of misleading
features in line charts and bar charts. Through these contributions,
ChartChecker aims to empower users by providing transparent
explanations and interactive guidance to encourage critical think-
ing. By prioritising user-centricity, this work addresses a relatively
under-explored area in misinformation research, where most ef-
forts have been focused on modalities other than the chart domain
[43–45] or on technically-focused solutions [24, 32].

2 Related Work
This work contributes to designing and evaluating user-centred
interventions that assist users’ informed navigation of misinforma-
tion in charts. We discuss related work on online misinformation
and particularly misinformation in charts as a significant challenge
people face (see Section 2.1). We shed light on user-centred digital
misinformation interventions as one piece of the puzzle to tackle
the effects of misinformation (see Section 2.2), and delve into the
concept of visualisation literacy (see Section 2.3). Finally, we empha-
sise the resulting research gaps and present our research questions
to address them (see Section 2.4).

2.1 Online Misinformation and Misinformation
in Charts

HCI research has started to investigate online misinformation from
multiple perspectives, including motivations for misinformation
creation and user perceptions of misinformation [25], sharing be-
haviour under various conditions [68], and digital interventions
to counter the effects of misinformation [44]. A majority of these
studies tackles the phenomenon with a particular focus on mainly
text-based content or typical social media posts combining text
and images as commonly found on X (formerly Twitter) [101] or
Facebook [104]. In addition, isolated studies investigate misinfor-
mation in short videos on TikTok [43, 83], in images on Instagram
[113], or in voice messages [45, 76]. The inclusion of graphical
or multimodal content in misinformation has an impact on users’
beliefs and sharing behaviour, i.e., multimodal misinformation is
considered slightly more credible [42], and content with graphic
elements is shared more frequently as it captures more attention
than text-online content [81].

While graphical content can bemisleading onmany levels, charts
are a specific subcategory characterised by the inclusion of numbers
and statistics [89]. As a useful and common means of presenting
information, they can easily be presented in a misleading way and
are an effective means of spreading misinformation [61, 116]. While
this is not a novel problem at all [47], it became more widespread
with online content’s information overload — a development that
strongly motivated our work. Recent research in HCI and related
disciplines highlights misinformation in charts, affecting both social
media users and readers of online and offline (news) articles and
blogs [116]. Distortions and resulting misinterpretations may result
from a lack of expertise; however, they can also be intentionally
applied to advance a specific agenda [89].

Empirical studies have demonstrated how distorting techniques
in charts are applied [89], giving insights that guide our contri-
bution. For instance, Cairo [21] describes multiple ways in which
charts can be misleading: by poor design, displaying dubious or
insufficient data, concealing uncertainty, or suggesting misleading
patterns. Further, Lo et al. [73] developed a taxonomy of misleading
elements in visualisations. Research indicates that deceptive tech-
niques include, for instance, truncated axes, disproportionate sizes,
inverted angles [89], cherry picking [37, 73, 78], or exaggerated or
misaligned titles [59, 61]. Lisnic et al. [69] analysed X data from the
COVID-19 pandemic and studied the elements of misinformation
in visualisations. They manually annotated 9,958 relevant posts and
found that over 90% of those posts that contained interpretations of
visualised data also contained reasoning errors, mostly relating to
cherry-picked data and causal inference. About 12% of the overall
charts contained violations of chart design conventions. Scholars
have started empirically evaluating how people are deceived by
these tactics under specific conditions, for instance, when deceptive
visualisations are combined with accurate text [87]. Their empirical
findings confirmed the misleading effects of deceptive data visuali-
sations even when accompanied by factual text, emphasising the
need to address the issue in misinformation research.
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2.2 User-centred Misinformation Interventions
Mitigating the detrimental effects of misinformation can be reached
frommultiple perspectives, including facilitating critical journalism,
media literacy training at school, or technology-driven solutions
like automatic detection [50] or user-centred interventions with
a direct influence on end users via information presentation or
withholding [44]. The automated detection of misinformation in
charts currently presents a number of challenges, and there has been
only limited research conducted into the development of support
tools for users in this regard despite the existence of promising
theoretical frameworks for technical interventions [46].

While various complementing countermeasures exist, HCI re-
search suggests digital user-centred misinformation interventions
as one piece of the puzzle to combatmisinformation online [44]. Tak-
ing a human-centred perspective on technology-driven solutions,
they pursue different goals, such as reducing the overall dissemina-
tion ofmisinformation, understanding and reducingmisinformation-
sharing intentions, or encouraging critical thinking. Interventions
can encompass, for example, corrections (e.g., “naturally” occur-
ring due to other users in the comment sections on social media
or active corrections by officials and algorithms) [6, 11], collabora-
tive capture the flag competitions [110], or labels to mark content
as problematic [7]. Research particularly emphasises users’ needs
for transparency and comprehensibility in technology-driven cred-
ibility assessments [56, 107]. This has partly been addressed in
indicator-based interventions displaying cues within the mislead-
ing content [12, 43, 103]. The heterogeneous research landscape
on misinformation interventions has mostly focused on textual
content, with recent approaches tackling visual content as images
and videos as well [43, 102].

In the context of misleading charts, scholars have started to ex-
plore digital interventions as countermeasures as well. Research on
design conventions for data visualisation constitutes a knowledge
foundation, providing insights into how conventions are violated
and how these violations can be corrected [116]. Ge et al. [37] iden-
tified eleven common misleading chart features and tested their
impact on interpretation with 497 participants. Users struggled
most with manipulated scales, overplotting, and data omission,
especially those with lower visualisation literacy. Applying knowl-
edge on violations of design conventions to an empirical study,
Wijnker et al. [116] investigated the effectiveness of correction
methods for debunking bar charts with manipulated vertical axes,
revealing promising effects of presenting an accurate alternative,
giving visual cues and text-based cues to activate graph literacy,
and text-based warnings.

While the work of Wijnker et al. [116] already proposes some
interventions that facilitate informed credibility assessment, this
approach is also pursued by Fan et al. [32]. They present a valuable
approach in the form of a web app framework that accepts line chart
images, semi-automatically extracts data using WebPlotDigitizer
[75], and checks for three misleading features (i.e., y-axis truncation,
inverted y-axis, and misleading aspect ratio). The intervention then
reconstructs an annotated version of the chart, still containing the
misleading features but pointing them out to users and displaying
a corrected version of the original chart [32]. However, including
transparent, user-centred explanations of misleading features to

address users’ needs for comprehensibility [56] is still open for
future research. Recent work complements their initial approach
by providing further ways of translating chart images into tex-
tual information. Some of these operate on rule-based systems [2],
others incorporate deep learning-based methods [5], or combine
machine learning and rule-based methods to extract key data from
charts, such as ChartOCR [74]. The latter, a partially rule-based
method, analyses multiple chart types (line, bar and pie charts)
to enable successful optical character recognition (OCR). Indeed,
Fan et al. [32] emphasise the necessity to include other types of
charts (e.g., bar charts as very dominant and frequently used visu-
alisation) — a suggestion we draw on in this work. A technological
response to misinformation in charts is also evaluated from other
perspectives. Lo et al. [72] focus on the effectiveness of different
approaches to persuade the designers of charts to adjust their visu-
alisations in favour of less misleading alternatives. They emphasise
that while current detection tools like the one by Fan et al. [32] can
be helpful for this purpose, a more substantial research focus on
communication aspects of identified misleading features is neces-
sary to enhance the overall impact. VizLinter by Chen et al. [24], for
instance, proposes a framework that helps users to detect flaws in
visualisations via a visualisation linter and automatically corrects
them. This has been tackled by misinformation research regarding
other modalities like videos [43], where an informed credibility
assessment is aimed at by encouraging media literacy. This still
needs further explorations for charts. In that context, research indi-
cates visualisation literacy as a critical concept to be aimed at when
developing user-centred interventions [22].

2.3 Facilitating Visualisation Literacy
Visualisation literacy is defined as “the ability to confidently use a
given data visualisation to translate questions specified in the data do-
main into visual queries in the visual domain, as well as interpreting
visual patterns in the visual domain as properties in the data domain.”
[16]. Camba et al. [22] argue that the ability to identify deceptive
visualisations is a core element of visualisation literacy that must
be trained through learning approaches and interventions, with the
effect being stronger the more active the intervention. This relates
to indicator-based misinformation interventions referring to the
concept of media literacy that have recently been explored for other
modalities — particularly text [44]. In that context, user-centred
approaches aim to enhance the overall efficiency of digital counter-
measures by targeting psychological factors to reduce feelings of
reactance and by (implicitly) facilitating users’ media literacy skills.

Due to their graphical form and reference to numbers or sta-
tistics, misinformation in charts differs strongly from text-based
misinformation. Features of textual misinformation (e.g., emotional
language or message ambiguity [66]) are only partially viable in
the case of misinformation through charts as a portion of their
information is not carried in the text but the chart itself. Still, text
in visualisations plays a significant role. For instance, research indi-
cates that the recall of a visualisation’s message is more frequently
aligned with the titles than with the visualisation itself [59], and
biased wording of text in visualisations has been explored as having
an impact on the perception of the visualisation [106]. Data is often
ascribed a certain veracity and neutrality that is not justified in
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reality, as the collection of data is always accompanied by (human)
decisions about what is collected and what is not. In this respect,
data itself is inherently biased [39] and visualisations can be un-
derstood as representations of power rather than of knowledge
[57, 63]. Hence, design choices can lead to deceptions, especially if
viewers are uncritical and unreflected towards data visualisations
[49].

Intervening with corrective design principles and strengthen-
ing user knowledge about data visualisations can be an important
contribution of HCI to combat misinformation. Digital interven-
tions aiming at an increased visualisation literacy have partly been
investigated for charts on conceptual levels [95] and as full im-
plementations for individual contexts like misleading line charts
[32]. However, a strong user-centred focus is still to be explored,
and a broader expansion to relevant visualisations, such as bar
charts, is still to be developed [32]. This entails perspectives on
the communication of misleading features via suitable user inter-
faces and corresponding measures of perceived comprehensibility
and usefulness of interventions, picking up on HCI research on
indicator-based interventions for other modalities like videos [43]
and transferring insights to the specific context of charts with its
unique potentials to mislead.

2.4 Research Gaps
Our study advances HCI research on user-centred digital interven-
tions to facilitate informed navigation of misleading charts. To do
this, we extend the state of research (1) from a user-centred per-
spective with a particular focus on the user interface of a digital
intervention that has been designed applying transparent and com-
prehensible indicators for misleading charts with explanations and
a user-centred visualisation of the recommended chart, as well as its
thorough evaluation in a user study. We further advance the state
of research (2) extending prior foundational work on the detection
of misleading features in charts [32] from a technical perspective,
including the detection of additional misleading features, fast chart
data extraction, and coverage of bar charts. This work addresses
research gaps in the following areas:

1st gap: Design of user-centred misinformation interventions for
charts. Other scholars in HCI and related disciplines have empha-
sised the necessity of user-centred digital misinformation inter-
ventions that consider users’ needs for comprehensibility [56, 86]
and allow for informed navigation of misinformation content [43].
These have partly been investigated for textual content [77], and
short-videos [43]. However, little is known about how to techni-
cally address visually presented misinformation in charts [116].
In that context, related studies have started to look into interven-
tions for charts aiming at an increased visualisation literacy on a
conceptual level [95] and regarding implementations of automatic
detection and basic visualisation of features in the specific context
of misleading line charts [32].

2nd gap: Automatic detection of misleading charts. Automatic mis-
information detection has been largely researched for the context
of textual content [50]. This includes not only approaches for auto-
matic filtering of misinformation, often using machine learning, but
also the explicit detection of comprehensible misleading features in

text [77]. However, research indicates a particular relevance of mis-
information in charts as well, as charts constitute an effective means
for spreading misinformation [61, 116]. In that context, insights
into how distortion techniques are applied [89] and can be detected
have been tackled [32] but still necessitate a more exhaustive and
user-centred investigation for highly relevant visualisations such
as bar charts, as well as efficient implementations.

Our work aims to complement these findings with a user-centred
perspective on the design and evaluation of an indicator-based inter-
vention to address users’ needs for comprehensibility and facilitate
informed credibility assessment in charts. The consideration of
related studies and the combination of the resulting gaps lead to
the following overarching research questions of this study:
RQ1: How can a user-centred, indicator-based approach support

users in navigating misleading information in charts?
RQ2: How can existing approaches be improved to enhance the au-

tomatic detection of misleading features in charts?

3 Design and Implementation
The overarching goal of this work is a user-centred design and eval-
uation of the user interface of ChartChecker, an annotation tool to
facilitate navigation of misleading bar charts and line charts. Before
focusing on the user interface, we assessed the feasibility of the
underlying technology-driven chart annotation (see Section 3.1).
Therefore, we built on prior chart annotation approaches, specifi-
cally on the foundational browser extension developed by Fan et al.
[32], which detects three misleading features in line charts and
presents alternative visualisations. Our technical enhancements
primarily aimed at exploring the feasibility of integrating automated
data extraction through ‘ChartOCR’ [74], enabling the analysis of
bar charts alongside line charts and expanding the detection to
seven misleading features. As the main contribution of our work,
we then developed the user-centred, indicator-based interface, in-
formed by interviews (N = 10) in a participatory design approach
(see Section 3.2) and evaluated it in a think-aloud study (N = 15)
(see Section 4), to ensure a comprehensible and usable presentation
of the detection results. Participatory design encompasses research
methods that actively and iteratively involve end users as stake-
holders (in our case: participants of diverse socio-demographic
backgrounds such as age, gender, and education) in the design pro-
cess to ensure that outcomes are user-centred. The concept has
been widely applied and discussed in the context of misinformation
research for interactive system design as well [100]. A conceptual
overview of the study design is visualised in Figure 1.

3.1 Backend: Feasibility of Automated Data
Extraction and Feature Detection

From a user perspective, the browser plugin is accessed by right-
clicking on an image of a chart to start the analysis. Then, the
relevant data is extracted using ‘ChartOCR’ (see Section 3.1.1), and
once successful, the chart and text data are sent to the backend.
Subsequently, a detection process of a list of seven misleading fea-
tures is run in sequence using Python (see Section 3.1.2). The list of
detected misleading features, along with the chart and text data, is
sent back to the frontend, where two charts — the original mislead-
ing chart and the proposed chart without potentially misleading
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Technical 
enhancement of prior 
approaches by 
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detecting multiple 
misleading features, 
and enabling fast data 
extraction  

Designed User-
centred
Frontend

Contribution

C2: Advancing the automated detection of 
misleading charts

C1: Enabling a user-centred approach to transparently support users in navigating misleading 
information in charts

Contribution

 Technical Approach User-Centred Design and Evaluation of ChartChecker 

Participatory Design
(N = 10)

Think-aloud Evaluation
(N = 15)

Created
Backend

Figure 1: Conceptual overview of the study design

features — are generated using the D31 library. An overview of
ChartChecker’s pipeline is shown in Figure 3.

3.1.1 OCR Approach. To reliably and quickly extract data from
bar charts as well as line charts, we have integrated elements from
‘ChartOCR’ [74]. Previous approaches already support the annota-
tion of line charts [32], which, according to Battle et al. [8], account
for about 21% of charts. To broaden coverage, bar charts were added
to the analysable set alongside line charts as they are among the
three most popular chart types besides pie charts [8]. Bar charts
are particularly relevant and suitable for analysis because, like line
charts, they share similar vulnerabilities to misleading features such
as truncated axes, non-linear scales, inconsistent tick intervals and
missing labels. ChartOCR uses a combination of rule-based and
ML-based approaches to extract data from visualisations. It uses a
total of 5 modified CornerNet [62] neural networks (NNs) with dif-
ferent tasks. One is for chart classification and key point extraction,
where key points are important points depending on the chart type.
For bar charts, key points are the individual bars at the top left and
bottom right; for line charts, they are the pivot points of the line.
In addition, a separate NN and separate rule-based methods are
used for each chart type to collect and process more type-specific
information. In the case of multiple lines in a line chart, the last
NN divides them into separate lines. Examples of the output of
our data extraction methods can be seen in Figure 2 (Appendix).
With this data extraction approach, we successfully extracted text
rotated at a 90° angle, which is commonly used for y-axis labels.
Data extraction time took 1.344 seconds for line charts and 0.689
seconds for bar charts (measured on five charts of each type on the
backend without transmission times).

In addition to runtime, we qualitatively analysed the accuracy
of the new methods by examining the extraction results of diverse
charts and found that our version of ChartOCR works with high
1d3js.org

accuracy, especially when extracting key points in bar charts with-
out errors. However, we found the performance on line charts to
be lower than expected, with only four out of seven charts being
completely accurate when tested. While the general direction of
the lines was accurately extracted, the specific prescribed values,
for example, were partly incorrect due to difficulties in extracting
y-axis values (see Figure 2 for examples of data extraction results).
Overall, text extraction remained a challenge regarding the gener-
ated results. Our approach uses the ’pytesseract’2 library for OCR
which extracted y-axis labels correctly only 36% of the time across
all line and bar charts tested. Although more advanced OCR al-
gorithms, such as those offered by commercial platforms such as
Microsoft Azure OCR exist, their integration was not feasible within
the resource constraints of this study. In addition, pytesseract was
chosen for its accessibility, which supports the overarching goal of
developing an open source, scalable solution. Future work, however,
could explore other OCR apporaches or apply post-OCR-correction
on the pytesseract-based OCR results to mitigate OCR errors while
maintaining the open source approach. Beyond OCR improvements,
fine-tuning the feature detection pipeline (section 3.1.2) is another
way to mitigate the detrimental effects of noisy inputs, reducing the
bottleneck potential for the OCR step. Due to the partial limitations
of data extraction, we addressed these cases in the think-aloud
study by pre-loading the relevant .csv files with accurate values.
This approach allowed us to separate the technical challenges from
the user-centred interface, ensuring that we could focus on evalu-
ating the wider potential of our approach in the think-aloud study,
with a particular focus on the user-centred interface and users’
needs and preferences.

3.1.2 Feature Detection. A large survey of over 1000 chart images
by Lo et al. [73] has revealed the most common potentially mislead-
ing features. Fan et al. [32] already covered truncated and inverted
2https://pypi.org/project/pytesseract/

2079

https://d3js.org/
https://pypi.org/project/pytesseract/
https://pypi.org/project/pytesseract/


DIS ’25, July 05–09, 2025, Funchal, Portugal Tom Biselli, Katrin Hartwig, Niklas Kneissl, Louis Pouliot, and Christian Reuter

(a) Correctly extracted bar data. (b) Correctly extracted line data.

(c) The y-axis labels could not be read correctly resulting in incorrect
graph values.

(d) Some vertices along the line are being classified as members of a
nonexistent second line.

Figure 2: Visualised results of the chart data extraction using our modified version of ChartOCR

y-axes, as well as a misleading aspect ratio (AR), which the sur-
vey found covers about 19.5% of potentially misleading features in
charts. Our research expands the scope of potentially misleading
features covered to approximately 50% by implementing the detec-
tion of several additional potentially misleading features, including
multiple axes, non-linear axis scales, inconsistent tick intervals, and
missing labels (see Table 1 for an overview). ChartChecker anal-
yses whether potentially misleading features such as non-linear
axis scaling are present by checking the distances between axis
labels and detecting irregularities, such as when ticks are unevenly
distributed. Corresponding explanations for the potentially mis-
leading features that are shown to users can be found in Figure 5.
As Lo et al. [73] noted, charts classified as potentially misleading

contained an average of 1.33 misleading features, so our tool allows
multiple dimensions to be detected and displayed simultaneously.

It is important to note that the heuristics used to classify a chart
as potentially misleading are based solely on the presence of specific
design features that are typically considered problematic. While
certain deviations from standard design conventions, such as trun-
cated axes, may be contextually justified – for example, to highlight
meaningful fluctuations in particular data ranges – ChartChecker
does not currently take these contextual factors into account. The
heuristics used by ChartChecker are designed to flag features that
violate standard design principles. As such, the tool operates within
the constraints of established design conventions and aims to trans-
parently inform users of potential problems, while leaving the final
decision to the user.
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Frontend

Input

Google Chrome extension

Accepts chart images by right
clicking

Supports jpg, png and gif files

Manual  Data Extraction

Allows users to semi automatically
extract graph data from charts

Uses elements from
WebPlotDigitizer

Backend

Chart
Image

Automatic Data Extraction

Uses elements from ChartOCR to
extract graph and text data

Does not require any user interaction

Misleading Feature Detection

Extracted data is analyzed 

A list of detected misleading features
is generated

Output

User  interface that displays the old
chart and the corrected chart 

Also displays the detected misleading
features

Chart
Image

Extracted
Data

Extracted
Data

Graph Data Processing

Generates suggested alternative chart
data using the backends output

Uses D3 library to draw charts

Extracted Data,
Misleading Feature List

Figure 3: The pipeline of the main elements of ChartChecker.
The novel automatic data extraction step replaces themanual
data extraction by Fan et al. [32], as shown by the dotted lines.

Previous detections New detections
Truncated Y-Axis Multiple axes
Inverted Y-Axis Non-linear axis scales
Misleading aspect ratio Inconsistent tick intervals

Missing labels
(includes chart title, axis titles, axis la-
bels, legend titles and legend labels)

Table 1: Shows which misleading features have been previ-
ously detected [32] andwhich new detection algorithmswere
enabled with ChartChecker’s approach.

3.2 Frontend: Design and Implementation
This section details the frontend development, focusing on the
design and how a participatory design approach informed the final
user interface.

3.2.1 Prototype Design. The frontend is written in HTML/CSS and
JavaScript, using the popular bootstrap3 framework for standard-
ised UI elements, and the D3 library4 for drawing the charts. For
the user interface, we were guided by 13 design principles that are
3https://getbootstrap.com/
4https://d3js.org/

inspired by common guidelines and heuristics for interaction de-
sign [34, 54] and were adjusted to the specific context of charts. The
guidelines entail, for instance, avoiding unnecessary complexity,
minimising cognitive load, and keeping the users’ needs in mind
(Table 8 (Appendix)). To design a user-centred UI for our study,
we first created six prototype UIs to explore variations in layout,
features, and presentation. Each variation aimed to balance clarity,
cognitive load, and usability while adhering to the design guidelines
(Table 8). The prototypes were developed collaboratively by the
authors to integrate different perspectives and ensure a compre-
hensive exploration of design alternatives. Specifically, they varied
in the (1) order of the original chart, corrected chart, and list of
detected features, (2) whether or not a control chart was included
to allow users to verify the accuracy of the OCR-based data ex-
traction, and (3) the inclusion of several additional features such
as a sharing function or the ability to individually show and hide
specific detected features (see Table 10 (Appendix) for all potential
features).

3.2.2 Evaluation and User Feedback. We generally used a partici-
patory design approach (see Section 4.1.4 for a discussion of ethics)
and interviewed N = 10 participants from the local (German) com-
munity, drawn from the researchers’ personal and professional
networks (see Table 5 for demographic information). Previous re-
search has demonstrated that a sample size as small as N = 5 can be
sufficient to uncover usability-related issues in qualitative studies,
yielding meaningful insights [82, 111]. In fact, smaller sample sizes
are not uncommon in HCI research, particularly when exploring
novel topics [20]. While the empirical focus was on the think-aloud
study, the primary objective here was to pre-test different versions
and evaluate user preferences before the think-aloud study, with
the goal of enhancing the user-centredness of the UI rather than
just incorporating developer preferences.

Participants were shown the six UI prototypes as screenshots
and asked to rate them on a Likert scale (one to six) in terms of
comprehensibility, intuitiveness, visual appearance, usability and
overall impression. They were also asked to rank the six UIs from
the one they most liked to the one they liked least (see Table 9). We
also presented them with features based on the design principles
and asked them to rank them in order of importance on a ten-point
scale to prioritise the implementation (see Table 7). Overarching
design implications derived from the participatory design approach
and the subsequent think-aloud study can be found in section 5.2.

Evaluation Results. Overall, participants gave the highest score
to Prototype 1, which included an improved chart and a list of
detected misleading features, and considered it the best in terms of
intuitiveness, visual appeal and overall impression. However, on
average, it only achieved amid-range ranking compared to the other
prototypes. This highlighted the need to integrate positively rated
elements from other prototypes in order to develop an improved
user interface. In terms of individual features, based on the ratings,
the following elements were of particular importance to users: (1)
control charts, (2) a view that displays all deceptive features, and
a description and explanation of these deceptions, (3) the ability to
show and hide each deceptive feature individually, and (4) a share
button.
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Qualitative Feedback. Finally, participants were given the oppor-
tunity to provide open comments and ideas, which were collected
and implemented when mentioned more than once. These included
adding a red arrow, a hide button for detected deceptions, renaming
the improved chart as recommended, and rewriting the textual de-
scriptions with simpler wording to accommodate users with limited
prior knowledge. In terms of visual improvements, we reverted
to the more neutral colour scheme and other standard bootstrap
elements such as title appearance and font type, as participants
criticised the colour scheme of the prototypes.

The final UI was created by integrating positively rated features
into the overall best rated prototype. This result was then further
refined by adding features and improving aspects, based on the
participants’ open feedback. The end result can be seen in Fig-
ure 4. It consists of three main elements: the original image, the
recommended chart and the detected misleading features.

4 Evaluation
One of the main goals of our work was to gain in-depth insight into
user perceptions of the tool when interpreting visual information.
Therefore, we conducted a qualitative think-aloud study [65] to
gain rich insights into user perceptions during real-time use, rather
than retrospectively [97]. The think-aloud method is already well
established in the field of misinformation research [36, 38, 43] and
software usability testing [3, 60, 84].

4.1 Method
4.1.1 Study Structure. The study began with a brief introductory
segment that collected demographic information and assessed par-
ticipants’ affinity for technology interaction (ATI-S) [115] (adminis-
tered via SoSciSurvey5). A remote connection was then established
using Chrome Remote Desktop6, allowing participants to inter-
act with the tool remotely. Participants were first given a brief
introduction to the topic of online visualisation annotation and
the procedure for the think-aloud part. A short simulation of the
think-aloud method was demonstrated and participants were gener-
ally instructed to “think aloud” while using ChartChecker. A chart
without misleading features was then presented to demonstrate
the use of the tool. This was followed by the think-aloud session
in which participants were presented with the first of seven stim-
uli (see Section 4.1.2 for a description of stimuli) and repeated the
following steps for each of the stimuli:

(1) The participant verbalises their interpretation of the chart
and its data without using ChartChecker.

(2) The participant activates the automatic analysis feature to
access the comparison interface and narrates their thoughts
as they navigate through this interface.

(3) The participant is asked to reflect on how their interpretation
of the chart and its data has changed.

Upon completion of all stimuli, participants completed the Sys-
tem Usability Scale [18], followed by a series of final interview
questions. These questions targeted the four main themes explored

5soscisurvey.de
6remotedesktop.google.com

during the think-aloud sessions and were designed to elicit com-
prehensive final opinions on the overarching study questions (see
Section C.3 for all questions asked):

• Is the tool’s interface intuitive enough to allow for easy user
interaction?

• How do participants rate the comprehensibility and func-
tionality of the tool’s texts and generated charts?

• How do participants perceive the tool’s usefulness and
would they use or recommend it?

A diagram of the study’s structure can be found in Figure 7
(Appendix). All think-aloud sessions were conducted via Zoom7

and recorded locally for transcription. One session lasted for about
60 minutes.

The study therefore took a qualitative approach, prioritising
depth and user-centred insights into how participants interact with
and perceive the tool. Given the lack of user-centred strategies
to support users in navigating misleading information in charts,
we chose to focus on an in-depth think-aloud methodology at an
earlier stage of development, rather than conducting a large-scale,
advanced evaluation of quantitative effects. Including pre- and post-
test assessments or group differences between an experimental
or control group as a quantitative measure of effectiveness was
therefore beyond the scope of this study, but would valuable for
future research to address.

4.1.2 Stimuli. To address a variety of scenarios while ensuring
sufficient time for detailed engagement during the think-aloud
approach, a set of seven stimuli was used. It consisted of several
real-world examples from news articles, news shows or social me-
dia that contained misleading features and was supplemented with
synthetically constructed misleading charts. The number of stimuli
was limited to allow deep and thorough engagement with each one,
facilitating the collection of rich insights through our think-aloud
approach. Two researchers put together a diverse set of stimuli cov-
ering various topics from different domains that were not currently
debated so that participants were unlikely to be familiar with them
and ensured that the content was thematically balanced. Care was
also taken to remove specific political implications to reduce poten-
tial bias (e.g. by changing the heading to a neutral one). The stimuli
can be seen in Figure 8, Figure 9 and Figure 10 (while the original
ChartChecker screenshots can be found in Figure 11 to Figure 17)
and the contained misleading features are summarised in Table 11
(Appendix). Figure 8a and Figure 8b are positive examples that do
not contain any misleading features and were included to allow
for a more realistic usage of the tool where not all analysed charts
are misleading. While the same potentially misleading dimensions
apply to line and bar charts, we have aimed to ensure diversity
in stimuli mainly by the inclusion of various topics and includ-
ing a variety of misleading features. Thus, all other visualisations
contain one or more misleading features: misleading aspect ratio
(Figure 9a); inverted y-axis (Figure 9b); non-linear x-axis, non-linear
y-axis, and missing axis labels (Figure 10a); truncated y-axis, incon-
sistent tick placement, and non-linear y-axis (Figure 10b); truncated
y-axis (Figure 10c). This allows for a broad yet non-exhaustive set of

7zoom.us
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Original Chart Recommended Chart

Detected Misleading Features

Truncated Y-Axis
The Y-axis (labelled "Price") is shortened. The lowest value is 2.5 instead of 0. This can be misleading, as the differences between the displayed values appear larger than they actually are.

Non-linear Y-Axis
The Y-axis (labelled "Price") does not follow a linear scale. This can make it difficult to judge trends, as equal spacing on the axis does not always correspond to equal differences in the data.

Inconsistent tick intervals on the Y-Axis
The markings along the Y-axis (labelled "Price") are placed at uneven intervals. This can make it harder to assess the values in the diagram.

Share Help

Switch between original and control diagram Show all detectable features

Hide

Hide

Hide

Figure 4: The main view (English translation) of the new user interface we created based on the results of the participatory
design approach.

examples of misleading charts, acknowledging that other additional
misleading features may not be represented in these instances.

4.1.3 Participants. For our user study, we recruited 𝑁 = 15 partici-
pants via Prolific8. After conducting 15 interviews, thematic satura-
tion was achieved, where few new insights or perspectives emerged.
Consequently, participant recruitment was concluded. Several stud-
ies have demonstrated that Prolific is a reliable platform capable of
collecting high-quality data [1, 91]. Since misleading charts occur
across various platforms and affect users with diverse demographic
characteristics (e.g., age, gender, education), we chose to include a
broad and varied pool of participants rather than limiting our study
to a specific group (e.g., college students) both in the participatory
design interviews and the think-aloud study. Inclusion criteria were
German language proficiency and residence in Germany, Austria or
Switzerland. This was done to mitigate potential Prolific participant
recruitment limitations by reducing the risk of including users in
the study who claim to understand German but whose level of profi-
ciency is not sufficient to engage deeply with the German version of
ChartChecker. Additionally, focusing on this cohort helps mitigate
potential biases arising from differing technological infrastructures
and regulatory environments that could unintentionally influence
the study results. The associated limitations in generalisability are
discussed in the limitations section. In addition, the study descrip-
tion included technical requirements for access to Zoom and a

8app.prolific.com/

Chromium browser. There were no explicit exclusion criteria. Eight
participants were male, six were female and one was non-binary.
They were between 23 and 53 years old (𝑚𝑒𝑎𝑛 = 34), the majority
of them held either a university degree (𝑁 = 6) or a high school
diploma (𝑁 = 5) and the remaining participants had completed
vocational training (𝑁 = 1) or held a secondary school degree or
lower (𝑁 = 3). All participants had at least basic technical skills,
as evidenced by their use of an online platform such as Prolific.
Based on the Affinity for Technology Interaction (ATI) scale [35],
participants had an average score of 4.1 (𝑆𝐷 = 1.35) (scale range
from (1) to (6)). Compared to previous studies conducted by [35],
this measure indicates a relatively high technical affinity, falling
just below their highest-performing study.

4.1.4 Ethics. The think-aloud study, just as the interviews con-
ducted to inform the UI development, complied with the require-
ments of our university’s ethics committee, including ensuring the
anonymity of participants and minimising distress or harm. We
collected limited personal information (age, gender, education) and
did not collect sensitive data (e.g. ethnicity, religion, health). Partic-
ipants gave informed consent and were able to withdraw from the
study at any time. Questionnaire data was collected on the platform
SoSci Survey, whose servers are located in Germany and who store
the data in accordance with the GDPR9. All study data, including
transcripts, were secured and processed on university servers in

9https://www.soscisurvey.de/en/privacy/
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accordance with GDPR data protection regulations. All participants
were paid an hourly rate of €14.

4.1.5 Analysis. All sessions were recorded and locally transcribed
using using Whisper10, followed by thorough manual editing. Par-
ticipants’ responses were anonymised. The transcripts were then
manually annotated by two researchers usingMAXQDA11. We used
thematic analysis, a method commonly used in such studies [17, 41],
to identify and interpret patterns within qualitative data [17]. Major
themes were identified using a mix of pre-established codes that
were determined prior to analysis and additional codes that were
added iteratively as new themes emerged during the coding process.
Pre-defined codes included the main first-level target variables of
user interaction, comprehensibility, functionality and usefulness
with subcategories for corresponding arbitrary positive, neutral
and negative ratings. Specific instances of these ratings, along with
additional themes, were added iteratively during the coding pro-
cess. Two independent coders used the codebook (see Section C.4)
to analyse the data, with disagreements resolved by discussion
to reach consensus. Inter-coder reliability, measured by Cohen’s
kappa, indicated substantial agreement (𝑘 = 0.63).

4.2 Results
Based on the responses to the System Usability Scale (SUS) [18]
administered after the think-aloud sessions, the participants were
generally satisfied with the usability of ChartChecker. The tool
achieved an average SUS score of 83, indicating good overall usabil-
ity. However, some participants highlighted the need for a more
comprehensive introduction to the system. The evaluation of the
think-aloud procedure and the subsequent interview of each par-
ticipant provides a more detailed understanding of these user per-
ceptions. We systematise our findings based on the categories User
Interaction, Comprehensibility, Functionality and Usefulness estab-
lished in subsection 4.1. Our core contributions and findings are
further summarised in Table 3.

4.2.1 User Interaction.

Interaction With UI Elements. Participants demonstrated general
confidence in terms of interaction with the tool, and six of them
even initiated the automatic analysis independently without the
moderator’s standard guidance. The share function was well re-
ceived by all seven participants who interacted with it, though
some participants expected it to enable sharing results on social
media. In fact, however, the share function generates an image of
the analysis UI for the user to copy or download manually. The help
function was very clear to the participants that interacted with it,
they understood its purpose and finished the tutorial correctly as
intended. Yet, we noted that only 40% (𝑁 = 6) of participants took
note of the function, which potentially affected participants’ ability
to understand the purpose of other UI parts. The most commonly
misunderstood part of the UI was the show all detectable features
button and the amount of text associated with it. (Figure 5). Multiple
participants wrongly mistook this for a more detailed list of mislead-
ing features the tool found in the chart. However, the list actually
contained all potentially misleading features that ChartChecker
10https://github.com/openai/whisper
11maxqda.com

can detect. Similarly, the hide buttons that hide specific misleading
feature corrections from the generated chart were rarely used.

When asked for additional feedback, multiple participants high-
lighted their appreciation for the colour scheme and simplicity of
the UI. Some also commended the straightforwardness of the tools
workflow:“I found the usability and user interface good. Tools that
could be used on this page were highlighted in color and yes, I would
say that it was generally quite simple.” (P7). Two participants crit-
ically remarked, however, that they thought this may only have
been the case because of the introduction they were given in the
beginning, reinforcing the need for a thorough tutorial.

Generated Chart. The newly generated charts without mislead-
ing features received positive feedback, highlighting the simplicity
“Yes, I also find it more pleasant in terms of colour, [...].” (P5 about
Figure 8b) and the displaying of the data “[...] it is definitely better
and at least displays the data much, much more accurately.” (P5 about
Figure 10b). Participants particularly appreciated the direct com-
parison between the original chart and the revised version without
the misleading features, noting that it provided a clearer and more
accurate presentation of the information.

“Exactly, and in the first diagram, there is the difference
between the approval between party A and the other
parties. It looks very large, but in this proposed diagram
you can see that, yes, there is already significantly more
in favour of party A, but it’s not as massive a differ-
ence as was shown in the original diagram due to the
shortened scale.” (P2)

Some more ambiguous feedback was due to misunderstandings
caused by the misleading nature of the original chart itself, which
initially created confusion about the new chart. However, once
clarified, participants showed a clear preference for the new chart
without misleading features.

“So I’m, okay, I’m completely confused by this chart now.
Oh, that was zero at the top. Ah, who does that? That’s
stupid. Okay, so I’m revising my judgement, overall,
the right [newly generated chart without misleading
features] is better.” (P9)

In summary, the tool’s interface allows for intuitive user interac-
tion, as reflected by the participants’ confidence in interacting with
most of its features and positive feedback on the simplicity of the
workflow. The findings emphasise the need for improved tutorial
guidance and addressing specific challenges such as the “show all
detectable features” page.

4.2.2 Comprehensibility and Functionality.

Misleading Feature Descriptions. Since ChartChecker aims to help
users identify misleading features in charts, our study carefully
monitored signs of confusion and misinterpretation. Thereby, our
observations centred on perceptions of the misleading feature de-
scriptions and the comprehension of the chart itself.

Overall, the misleading feature descriptions were largely under-
stood correctly (48 coded instances) and often made users further
analyse the original and recommended charts, facilitating desired
critical reflections. The majority of the (few) instances of not un-
derstanding misleading features could be attributed to the term

2084

https://github.com/openai/whisper
https://github.com/openai/whisper
https://www.maxqda.com/


ChartChecker: A User-Centred Approach to Understand Misleading Charts DIS ’25, July 05–09, 2025, Funchal, Portugal

”linear” with which some participants were not familiar with and
which in one case even led to loss of interest due to the complexity:
“Non-linear y-axis, what does that mean? Non-linear scale? Ah, okay.
Well, that seems too complicated for my technical understanding.
That’s okay, okay, yes, not interested.” (P2) Besides, further enquiries
revealed that comprehensibility was negatively affected by the
amount of text displayed in the descriptions.

The large number of correct understanding was evident for all
other misleading features. Even the nonlinear axes feature was well
understood by many participants: “Ah yes, okay, right, because in
the original, the distance between 0 and 1 is the same as between
1 and 10, that can’t be quite right and it’s simply corrected so that
the curve flattens out a little.” (P12) In addition, other features such
as the truncated axis feature were well understood and helped to
better understand the information within the chart: “[...] the y-axis,
okay, yes, is shortened [...] You should display from 0 to 100, this can
be misleading, as the differences to those displayed appear larger than
they actually are.” (P1)

Overall feedback highlighted the value of providing transparent
information on misleading features in general: “But especially with
the explanations and such, I found it very understandable and I don’t
normally find it easy to deal with such issues.” (P2) and “Even a
layman could very quickly see which features were identified. I really
liked that.” (P15). On 32 occasions, participants confirmed that
ChartChecker identified features that they considered relevant to a
better understanding of the original charts. However, while 80% of
participants were overall satisfied with the functionality, there were
also some participants who disagreed with the tool’s misleading
feature detection. Three participants did not perceive themisleading
designs of the original charts as problematic and found the tool’s
recommendations not helpful or even less accurate: “And yet I have
to say that I can judge the individual price fluctuations per month
better with the original diagram than with the proposed ones. It seems
a little less accurate to me [...].” (P15).

Chart Comprehension. After the participants ran the automatic
analysis and operated the chart comparison interface, we asked
them how their interpretation of data represented in the chart
changed. Responses of the think-aloud study can be divided into
the three categories improved, unchanged, andworsened understand-
ing. We recorded 50 cases of improved understanding, 15 cases of
unchanged understanding, and 8 cases of worsened understanding.
The subsequent interview of the participants further emphasised
that the tool was successful in improving users’ perceived under-
standing of the diagram, revealing that the majority (87%) liked the
diagrams generated. Indeed, the novel recommended chart was the
feature that received the most praise during think-aloud sessions.
The simplicity compared to the original chart was most valued: “But
compared to the previous diagram, it is much more pleasant to read
and interpret, [...].” (P8). In the cases where participants stated that
their understanding of the initially misleading chart did not change,
this was mainly due to having recognised all the misleading fea-
tures before using the tool. However, users generally approved of
the tool’s ability to annotate misleading features, including as con-
firmation or support when they had identified misleading features
on their own:

Nr. Suggestions Count

1 Add titles to generated charts. 9
2 Increase amount of ticks on the axes. 6
3 Add analysis button beside visualisations in the

browser.
4

4 Feedback function that allows the user to relay feed-
back to the developers.

3

5 Add loading animation during the analysis time. 3
6 Display the chart coordinates when hovered over. 3
7 Change the position of the misleading feature de-

scriptions.
2

8 Create additional context with automatic research. 2
9 Add horizontal lines in the background of the chart. 2

Table 2: Every reoccurring feature request for future improve-
ments in descending order of frequency.

“I already noticed that the titles were missing, but now
that I’ve seen the misleading features I was confirmed
once again.” (P7)

Worsened understanding can mainly be explained by the loss of
information within the chart generation process

“So I noticed that I find the proposed diagram a bit more
confusing because I found it easier to see on the left-
hand side that the x-axis is about years. And because
the heading is missing [...]. But there’s really nothing
on the right. ” (P6)

This emphasises the importance of an improved OCR method that
achieves higher reliability when extracting the textual data con-
tained within the chart. Particularly regarding Figure 9a, two par-
ticipants stated that a few inaccuracies in the extracted data made
them lose the trust they had placed in the tool.

In the last stage of our study, we asked the participants whether
they had any suggestions on how to improve the tool or what
features they thought were missing. Table 2 lists the nine most
frequently proposed improvements for future work, including, for
instance, adding titles to the charts and increasing the amount of
ticks on the axes.

In summary, looking at the comprehensibility and functionality,
the study achieved promising results, particularly with a good
understanding of most of the misleading feature descriptions that
facilitate critical reflections of the charts’ content and users valuing
the simplified, annotated charts. However, complex terms (e.g.,
non-linear), verbose text and missing titles occasionally caused
confusion and limited trust in the tool.

4.2.3 Usefulness. The impact of ChartChecker is arguably most
sustainable when it supports users to improve their own visual-
isation literacy and enables them to debunk misleading charts
autonomously. In the course of our user study we noticed five
instances where users stated that they recognised previously anno-
tated misleading features in new charts. Some participants reverted
to potentially misleading features which had been identified in a
prior analysis for assessing novel stimuli: “[...] the X-Axis also looked
good, in linear intervals with labels, so you can’t say anything.” (P14).
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In addition, a key aim is to clarify misunderstandings and help
correct previous misconceptions about charts. Using ChartChecker,
28 cases of successful corrections were identified and coded, for
example regarding apparently huge price fluctuations through a
non-linear y axis:

“I hadn’t really noticed that before, but now that I see
the hint and look at it again, I didn’t notice before that
the gap between $2.50 and $3 is relatively small, the
gap between $3 and $3.25 is huge and that’s why the
fluctuations look like that.” (P6)

Similarly, for the truncated x-axis on party approval depicted
in bar charts (Figure 10c), ChartChecker helped to interpret the
information more accurately.: “Above all, party A’s lead no longer
looks as huge as that of parties C and B. Ah, if you look closely, that’s
actually true. It’s misleading because it’s actually only 54 per cent to
62 per cent.” (P9)

Overall, the perceived usefulness of the tool was rated positively
in most cases. One participant summarised their experience: “It
definitely helped me to understand the diagrams better, to look at
them from a different angle or perspective and yes, I would have
said it was very helpful.” (P7). When asked whether they would
use a version of the ChartChecker tool in the future, 93% of our
participants stated that they would be interested. On the one hand,
a benefit is to identify misleading features to protect themselves
from being misled: “Yes, that might be useful if you want to practice
and familiarise yourself with how to effectively view and compare
such charts and avoid or identify pitfalls.” (P2). Moreover, the same
amount of participants (93%) stated that they would recommend
the tool to family and friends, although some with more reluctance:
“Difficult. Overall, yes, but you need a certain basic understanding of
how to read a diagram and what is actually shown. You also need
an awareness of the fact that statistics are not perfect, of course, but
always have flaws in terms of who took part in the survey.” (P9). This
feedback highlights the need for more user guidance, particularly
for those with lower levels of visualisation literacy.

In summary, regarding the usefulness of ChartChecker, the study
demonstrates promising qualitative results, with participants ap-
plying gained insights on misleading features from prior analyses
to novel charts, users successfully clarifying misconceptions of
misleading charts when confronted with the tool, and positive re-
porting of perceived helpfulness and envisioned benefits. Better
user guidance was emphasised as necessary for future improve-
ments.

5 Discussion
In this study, we developed and evaluated ChartChecker as an ap-
proach that supports users in dealing with potentially misleading
information in charts. Our contributions include (C1) enabling a
user-centred approach to transparently support users in dealing
with misleading information in charts and (C2) the technical ad-
vancement and evaluation of feasibility of an underlying automatic
detection of misleading charts (see Table 3). With these contri-
butions, this work builds on previous research that has primarily
focused on data extraction approaches [74, 75] and has only re-
cently begun to address how users can identify deception in line

charts [32]. In particular, previous work has not incorporated par-
ticipatory design or in-depth qualitative think-aloud evaluations to
thoroughly explore user perspectives. For example, ChartOCR was
designed to extract raw data from visualisations [74], while Web-
PlotDigitizer provides an interface to view and potentially correct
extracted data [75]. However, these tools do not support users in
making sense of the raw data, nor do they highlight potential decep-
tions – an essential goal of ChartChecker. Finally, while the valuable
work of Fan et al. [32] points to deception in line charts, it lacks
transparent explanations of misleading features in a user-centred
interface and does not include participatory design and think-aloud
evaluation to address users’ needs for comprehensibility.

Technical enhancements building on prior work [32] focused on
enabling fast data extraction and extending coverage to a wider
range of chart types, including bar charts, as well as automatically
detecting several relevant misleading features, such as non-linear
axis scales (see Section 5.1). On the user-centred side, a participatory
design process guided the development of the user interface, ensur-
ing a transparent and comprehensible presentation of misleading
features. ChartChecker was thoroughly evaluated in a think-aloud
study, assessing its interface, functionality, comprehensibility and
perceived usefulness (see Section 5.2). Based on the insights from
the participatory design approach and the think-aloud study, we
derive overarching design implications to guide the development
of user-centred countermeasures for misleading information in the
visual domain (see Table 4).

5.1 How Can Existing Approaches Be Improved
to Enhance the Automatic Detection of
Misleading Features in Charts?

Our work extends previous work on the detection of misleading
features in charts. On the one hand, while previous approaches
focused primarily on a narrower set of misleading features (e.g.,
truncated or inverted axes) [32], we extended this by adding several
critical new dimensions, such as non-linear axis scales, inconsis-
tent tick intervals, and multiple axes, and missing labels. These
extensions build on previous research which suggested that these
features were both relevant and common [73] and thus improve the
detection rate to cover around 50% of the most common misinform-
ing features, a notable increase on the 19.5% originally enabled by
Fan et al. [32]. In addition, building on previous work on the combi-
nation of machine learning and rule-based methods for extracting
chart data, the ChartOCR [74] approach was used to facilitate fast
data extraction from both line and bar charts. This development
extended the detection of misleading features to bar charts, a key
and widely used chart type, building on previous work focused on
line charts [32]. This approach also facilitated the extraction of text
rotated by 90°, as is common for y-axis labels. However, challenges
remained in achieving fully accurate extraction of all relevant chart
data. While key point extraction performed well for bar charts, the
accuracy for line charts still had room for improvement. While the
primary contribution of this work is the user-centred approach
using participatory design and a think-aloud study, our aim here
was to develop and assess the feasibility of a conceptual technical
solution. Rather than relying on full simulations or assuming an
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Core Contributions Core Findings
C1: Enabling a user-centred approach to
transparently support users in navigating
misleading information in charts

F1: A participatory design approach for the UI highlighted the desire for a direct comparison
between the original and recommended charts, along with a transparent list of detected
misleading features.
F2: ChartChecker was well-received, with users expressing high satisfaction in both the
think-aloud study and SUS scores.
F3: Users praised ChartChecker’s transparent explanations and presentation of potentially
misleading features as key reasons for their positive reception.
F4: ChartChecker has the potential to correct user misunderstandings and support the transfer
of insights to new, unseen charts.
F5: ChartChecker can provide guidance but not the absolute truth, and at times, participants
preferred the original, potentially misleading chart over the recommended version.

C2: Advancing the automated detection of
misleading charts [32]

F6: The detection of misleading features was expanded from three to seven, allowing for a
more comprehensive analysis of charts.
F7: A novel OCR approach to extract chart information automatically was implemented.
F8: The detection was expanded to incorporate bar charts, effectively broadening the range
of relevant chart types.

Table 3: Core contributions and findings of the user-centredness and technical development of the tool.

automatic detection process, as is common in misinformation stud-
ies [43, 44], we aimed to test how the technical foundation of our
user-centred interface works could work in practice.

5.2 How Can a User-Centred, Indicator-Based
Approach Support Users in Navigating
Misleading Information in Charts?

The primary contribution of this work lies in its user-centred ap-
proach, providing transparent, indicator-based guidance on poten-
tially misleading representations in charts. Previous research has
highlighted the importance of improving users’ ability to identify
misleading visualisations through user-centred interventions [22].
Therefore, this indicator-based method, which transparently high-
lights potentially misleading information, supports visual literacy
in a way that goes beyond previous efforts that have primarily
focused on the text-based domain [44].

The participatory design approach used to develop a user-centred
interface resulted in a UI that users generally found intuitive and
helpful. This was expressed both in qualitative statements and SUS
scores. The feature of enabling a direct comparison between
the misleading and non-misleading chart side by side (design
implication (1), Table 4) in a clear manner was highly praised, thus
mirroring previous findings from Wijnker et al. [116] on the im-
portance of direct visual comparisons to facilitate understanding
of misleading information. Correcting misinformation is generally
challenging, as repeating misleading information can reinforce be-
lief in it [33, 93]. It is, therefore, generally unclear to what extent the
focus should be on the original, potentially misleading chart. How-
ever, in our think-aloud study, participants explicitly valued this
comparison as it helped them identify specific misleading tactics.

Transparency is crucial for building user trust and combating
misinformation. Participants valued the use of transparent indi-
cators to highlight potential deception, both visually with a rec-
ommended chart without deception and through text describing

the specific potentially deceptive features contained in the chart.
Such prioritisation of transparency and explainability (design
implication (2), Table 4), therefore, also emerged as an overarching
design implication when supporting users in navigating misleading
charts. Similar positive evaluations of transparent, indicator-based
explanations have been observed in text-based [44], audio-based
[45] and video-based domains [43]. This research extends these
findings to the chart domain, further demonstrating the potential
of transparency in helping users navigate complex, potentially mis-
leading information. While some indicators, such as emotionality,
are transferable between text, audio and video, most indicators
in charts are specific and refer to typical deviations from design
conventions [116].

While the comprehensibility of the misleading features was gen-
erally well-rated, some participants preferred more detailed expla-
nations, while others found the text overwhelming. In addition, a
minority of participants struggled with certain terms such as “lin-
earity” when the explanations were intended to point out unusual
axes. Individual differences thus emerged, confirming that different
groups of users engage with interventions in different ways de-
pending on their prior knowledge and level of expertise. Thus, this
research confirms the potential of personalisation (design impli-
cation (3), Table 4) to improve the efficiency of interventions, as has
been previously shown both in the broader area of online privacy
and security [14, 58] and in misinformation interventions in mainly
text-based domains [13, 51, 52]. Specifically, this could be imple-
mented by allowing users to switch between simplified and detailed
descriptions of misleading features based on their level of visualisa-
tion literacy. The overall aim of misinformation interventions is to,
ideally, improve both short-term understanding and long-term lit-
eracy. In the think-aloud studies, some participants demonstrated a
transfer of knowledge gained through ChartChecker’s annotations
to novel stimuli, suggesting a potential for improving visualisation
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literacy. However, as this transfer was not evident for all partici-
pants, explanations should ideally be tailored to individual needs
in order to effectively improve visualisation literacy for all.

Finally, while most participants found ChartChecker useful,
some raised a key concern. The tool can only detect design vi-
olations based on standard conventions, but under standard con-
ventions may not always best convey data meaning. In such cases,
departures from these conventions may enhance the clarity and
communicative power of the data. For example, Correll et al. [30]
discuss how truncating y-axes can introduce bias, but in some cases,
avoiding truncation might be even more misleading. Cairo [21] ar-
gues that baselines should be “logical and meaningful” rather than
fixed at zero in all graphs. ChartChecker does not currently account
for these contextual factors, which may occasionally result in de-
tections that confuse rather than assist users. This highlights an
important limitation, as ChartChecker cannot take into account
the nuances of chart contexts or the potential intent behind certain
design choices, as this would represent its own set of complex chal-
lenges. For this reason, some users actually preferred the original
charts over the recommended ones in our study. This issue raises
an important design implication: while automated tools can assist
in detecting design flaws, it remains essential to balance automa-
tion with human judgement (design implication (4), Table 4) and
interventions should be designed to enable this. As the ‘neutral’
presentation of data is sometimes seen as a myth [39], it remains
important to present interventions as guidance rather than defini-
tive corrections to enable informed and nuanced engagement with
information in charts. ChartChecker has attempted to do this by
not indicating that the original chart is “wrong” or “misleading” per
se, but that it presents a “recommended” chart without departing
from typical design conventions.

5.3 Limitations and Future Work
First and foremost, the empirical results of this study provide quali-
tative insights based on a smaller group of participants from a devel-
oped Western European country. Representativeness is not the aim
of such qualitative research, and therefore, it should be acknowl-
edged that the conclusions drawn here may differ with a different
subset of users. In particular, our work involved younger people
with higher education backgrounds as part of the participatory
design approach. In addition, the think-aloud study included partic-
ipants with at least some technical affinity, as they were recruited
via a digital platform such as Prolific. The results also showed a rel-
atively high affinity for technical interaction, suggesting a gap for
those with lower general skills and comfort in this area. This was
further highlighted by the fact that while most participants found
the explanations of misleading features useful and understandable,
a subset struggled with terms such as ’non-linearity’. Therefore,
future work is needed to assess the transferability of these findings
to other user groups. In addition, the smaller sample sizes of the
participatory design approach and the think-aloud evaluation limit
the generalisability of the results. While the sample sizes are not
uncommon in qualitative HCI research [20, 82, 111], larger and
more diverse samples would enable a broader applicability of the
tool. However, given the lack of user-centred evidence in the area

of supporting understanding of potentially misleading informa-
tion in charts, this study deliberately prioritised depth and a more
narrowly focused sample at an earlier stage of research in this area.

Moreover, the qualitative approach and reliance on self-reporting
was intended to provide rich insights into user perceptions and
engagement with the various target variables, including user in-
teraction, comprehension, functionality and perceived usefulness.
These insights are essential for the designing effective tools. In
the process, we also gained valuable qualitative insights into how
ChartChecker can improve the understanding of charts and the
transfer of knowledge to novel content. To focus the effectiveness
of ChartChecker, future research could incorporate quantitative for-
mal pre- and post-intervention assessments to evaluate changes in
chart literacy before and after tool usage, or experimental compar-
isons between a control group assessing misleading charts without
ChartChecker and an experimental group using it. This could be
done using the Visual Literacy Assessment Test, a 53-item ques-
tionnaire that measures visualisation reading skills [64].

Furthermore, while the current approach has improved auto-
mated data extraction and extended coverage to bar charts chal-
lenges remain in achieving fully accurate data extraction. In par-
ticular, the wide range of design choices made when creating axis
designs and scales makes it a challenge to reliably assign correct
values to chart axes, as their placement, orientation, and format-
ting can vary from chart to chart. There is, therefore, potential to
further improve the accuracy of extraction and to extend the detec-
tion of misleading features commonly found in pie charts, another
commonly used chart type.

Finally, it is important to recognise that the spread of misinfor-
mation through charts goes beyond the design violations identified
in this paper. Lisnic et al. [69] highlight that misleading charts can
include a wide range of other deceptive tactics that manipulate
the chart or data in ways that ChartChecker currently cannot de-
tect. These include factors such as the reliability of the source, the
tone or polarity of the accompanying text, and inferential errors
such as cherry-picking data. Furthermore, there may be contexts in
which departures from certain design standards are reasonable and
do not represent an intent to deceive. Therefore, future work that
combines the detection of design violations with deeper analysis of
background and contextual information has significant potential to
more comprehensively address misinformation in charts.

6 Conclusion
Our work highlights the potential of a user-centred approach that
transparently supports users in dealing with misleading informa-
tion in the visual domain. The contributions and results include (C1)
developing and evaluating a user-centred misinformation interven-
tion for misleading charts, where we (F1) found that users preferred
a direct comparison between the original and recommended charts
with a transparent list of misleading features. ChartChecker re-
ceived positive feedback in our think-aloud study, with (F2) high
user satisfaction and (F3) praise for its transparent explanations.
Importantly, (F3) the tool demonstrated the potential to correct
misunderstandings and support knowledge transfer to new, unseen
charts, although (F5) it cannot claim to offer the absolute truth, as
some users preferred the original, potentially misleading charts. To
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Design Implication Explanation
(1) Enable direct comparisons between
misleading and non-misleading charts

Provide users with a side-by-side comparison of misleading and non-misleading charts to
help them understand the differences and how misleading features distort information to
enhance visual literacy.

(2) Prioritise transparency and explainabil-
ity

Clearly explain detected misleading features and any corrections made to charts. Transparent
explanations build user confidence, ensuring they understand the intervention and the
reasoning behind any chart modifications.

(3) Allow for personalisation Design interventions that cater for different user groups by providing different levels of
information detail. This helps different users to engage effectively with an intervention, based
on their individual level of expertise.

(4) Balance automation with human judge-
ment

While automating chart analysis increases efficiency, users should be encouraged to critically
evaluate an intervention. Present intervention suggestions as guidance rather than definitive
truth to maintain user agency.

Table 4: Design implications for user-centred strategies in dealing with misleading information in charts.

not fully rely on simulations but rather test the feasibility of an
underlying technical foundation, we (C2) advanced the automatic
detection of misleading charts by (F6) extending the detection range
of related work from three to seven features, (F7) implementing
a fast OCR data extraction process (<1.4 seconds), and (F8) incor-
porating bar charts besides line charts to extend the scope. On a
broader level, our findings highlight the balance between providing
transparent information about potentially misleading visualisations
of information in charts and encouraging users to reflect for them-
selves. While ChartChecker provides transparency, the challenge
remains to accommodate users’ prior knowledge and preferences
for certain visualisations, even when they might be considered mis-
leading. This highlights the importance of further research into how
users engage with supporting interventions and related limitations
when dealing with deception in the visual domain.
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B Participatory Design Approach

Metric N %
Age

18-24 5 50
25-29 2 20
40-44 1 10
50-54 1 10
60-64 1 10

Gender

Male 6 60
Female 4 40

Academic level

Academic degree 3 30
University student 2 20
Vocational training 3 30
High school diploma 1 10
Secondary education 1 10

Table 5: Demographic information of participants in the par-
ticipatory design approach.

Prototype User Feedback Summary

Prototype 1 (P1) Pros: Simplicity and intuitiveness
Cons: Visual appearance (not specific to P1)

Prototype 2 (P2) Pros: Control chart overall helpful
Cons: Control chart requires further explanation
and is too complex
Suggestions: Show as additional feature but not
directly

Prototype 3 (P3) Pros: Comprehensibility, Story-telling aspects of
layout, Control chart
Cons: Usability, Difficulty to compare charts

Prototype 4 (P4) Cons: Large empty space draws too much atten-
tion

Prototype 5 (P5) Pros: Usability, Engagingness and interactivity
Suggestions: Implement option to show and hide
features separately, Implement a control chart

Prototype 6 (P6) Cons: Overall structure

Table 6: Summary of the user feedback on different UI proto-
types from the participatory design approach.

Rank Feature Score
1 Control chart 2
2 Table of all detectable misleading features 2,6
3 Toggle misleading features individually 2,7
4 Sharing function 2,8
5 Highlight bounding boxes 2,9
6 Inaccuracy warning label 3,5
7 Clear all data 4,5
8 Change chart type 5,6
9 Control bounding boxes 6,5

Table 7: Displays the average importance score for all feature
ideas that were presented to participants. Explanations for
each feature can be found in Appendix 10.

2094



ChartChecker: A User-Centred Approach to Understand Misleading Charts DIS ’25, July 05–09, 2025, Funchal, Portugal

Design Principle Description
Simplicity Presenting only three main elements on the main page: the original chart, a modified version with

deceptive features removed, and detailed textual descriptions of these removed features aids users in both
phases of analysis.

Avoid unnecessary com-
plexity

Implementing the widely known 3-click-rule and minimizing feature grouping and different views to
keep user interaction simple and efficient.

Minimize cognitive load Striving for an effortless and intuitive user experience by reducing the number of elements, displaying
only necessary text, and incorporating user feedback on labeling and presentation.

Keep the users’ needs in
mind

Ensuring information presentation is simple and understandable, with detailed user study to determine
real user needs.

Prioritise usability over
design

Opting for neutral colors and familiar UI elements to prevent distraction from informative content.

Make the user feel in con-
trol

Incorporating interactive functionalities in future iterations to enhance user engagement and control.

Clear language Constructing text elements to be clear and understandable, with feedback from user studies guiding
language refinement.

Use familiar patterns Employing UI elements that align with user expectations to reduce confusion and cognitive load.
Consistency Maintaining a consistent design language across prototypes while remaining open to adjustments based

on user feedback.
Give relevant feedback Ensuring interactable elements clearly communicate their function and effects to the user.
Responsiveness Designing the tool to adjust to different screen sizes for versatility in chart analysis.
Animations and transi-
tions

Minimizing distracting animations and transitions unless serving a specific purpose.

Prioritise Functions Ensuring essential elements remain visible in the main view, with less essential functionalities accessible
through secondary interfaces like buttons or menus.

Table 8: Design principles guiding the creation of the user interfaces inspired by common guidelines and heuristics for
interaction design [34, 54].
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B.1 Prototype UI examples

(a) Prototype 1 (P1)

(b) Prototype 6 (P6)

Figure 6: Exemplary prototypes which have been developed
for the participatory design approach.

Prototypes / Category Mean Median All scores
P1 (average score) 2,02 2

Rank 3.5 4 4-5-3-1-1-6-4-4-4-3
Comprehensibility 1,6 2 2-2-1-2-2-1-2-1-1-2
Intuitiveness 1,6 1 1-1-1-1-2-3-3-2-1-1
Visual Appeal 3 3 3-3-3-1-2-2-4-4-4-4
Usability 1,7 2 2-3-2-2-2-2-1-1-1-1
Overall 2,2 2 2-3-2-2-2-2-3-2-2-2

P2 (average score) 2,4 2
Rank 2,9 2,5 2-2-4-3-2-5-5-3-1-2
Comprehensibility 2,1 2 2-1-2-2-4-1-4-1-2-2
Intuitiveness 2,4 3 3-1-2-3-3-2-3-3-1-3
Visual Appeal 3 3 3-3-3-2-4-2-2-4-4-3
Usability 2 2 2-2-2-3-4-2-2-1-1-1
Overall 2,5 2 3-2-2-3-4-2-3-2-2-2

P3 (average score) 2,44 2
Rank 2,3 2,5 1-3-2-2-3-4-3-1-3-1
Comprehensibility 1,7 1,5 1-2-2-2-4-1-2-1-1-1
Intuitiveness 2,3 2 1-4-2-4-4-3-1-2-1-1
Visual Appeal 3,3 3 2-4-3-4-4-3-4-3-3-3
Usability 2,4 2 2-3-2-3-4-2-3-1-2-2
Overall 2,5 2,5 1-3-2-4-4-3-3-2-2-1

P4 (average score) 2,44 2
Rank 4,6 5 5-6-5-5-4-3-2-5-6-5
Comprehensibility 1,6 1,5 1-2-1-2-3-1-2-1-1-2
Intuitiveness 2,2 2 1-2-2-4-3-2-1-2-3-2
Visual Appeal 3,5 3,5 3-3-4-4-3-2-3-4-4-5
Usability 2,2 2 2-2-2-3-4-1-1-2-3-2
Overall 2,6 3 2-2-3-3-3-2-2-3-3-3

P5 (average score) 2,5 2
Rank 2,4 2 3-1-1-4-5-1-1-2-2-4
Comprehensibility 2,4 2,5 1-3-1-4-5-1-3-1-2-3
Intuitiveness 2,4 2 2-2-2-4-4-2-1-2-2-3
Visual Appeal 3,1 3 3-2-3-3-4-2-3-3-4-4
Usability 2,1 1,5 1-2-1-4-5-1-3-1-1-2
Overall 2,5 2 2-2-2-4-4-2-2-2-2-3

P6 (average score) 3,46 4
Rank 5,3 6 6-4-6-6-6-2-6-6-5-6
Comprehensibility 3,3 3,5 3-4-3-5-4-1-4-2-3-4
Intuitiveness 3,7 4 3-5-3-5-4-2-4-3-4-4
Visual Appeal 3,8 4 4-4-3-4-4-2-4-5-4-4
Usability 3 3 2-4-2-3-4-2-4-2-3-4
Overall 3,5 4 3-4-3-4-4-2-4-3-4-4

Table 9: This table shows all scores the prototypes received
in the respective categories. The average score is calculated
without the rank as it followed a different scale.

2096



ChartChecker: A User-Centred Approach to Understand Misleading Charts DIS ’25, July 05–09, 2025, Funchal, Portugal

B.2 Features from the Participatory Design
Approach

Feature Description
Control chart A chart displaying the data extracted from the input

image. It can be used to quickly identify if the chart
data was correctly extracted from the original chart.

Table of all de-
tectable MFs

A table view of all misleading features the tool can
detect. It includes descriptions of each MF, as well
as explanations how the are misleading, as well as
the option to load an example for each into our tool.

ToggleMFs indi-
vidually

The ability to individually show and hide all de-
tected MFs. This can be utilised to better visualise
the effects of each misleading feature on the recom-
mended chart.

Sharing func-
tion

The functionality to quickly save or copy the re-
sults of out tool to the clipboard. Users can choose
between sharing the main view of the original im-
age, recommended chart and explanations of the de-
tected misleading features, or just the recommended
chart.

Highlight
bounding boxes

When hovering over a detected misleading feature
in the list, the tool would visually highlight the af-
fected areas in the original chart. E.g. for a truncated
y-axis, the y-axis would be highlighted by surround-
ing it with a red ellipsis.

Inaccuracy
warning label

In some situations, a chart containing misleading
features might be more applicable to display data
than the alternative chart our tool presents. E.g. for
a line charts that varies between values of 900 and
950, a chart containing a truncated y-axis might be
appropriate. Our tool could contain a warning label
in its UI highlighting this issue.

Clear all data As the manual mode has a lot of text fields that
would need to be individually cleared, our tool could
include a button to clear all of them at once. It has
to be noted, that the manual mode can be closed an
re-opened to achieve the same effect.

Change chart
type

We could include the option to change the chart type
of the alternative chart to visualise the extracted
data differently.

Control bound-
ing boxes

Similar to how the control chart gives users the op-
tion to confirm that the chart data was correctly
extracted, displaying them the bounding boxes to-
gether with the assigned type of the data would give
them the opportunity to control if they were given
the correct types.

Table 10: Features tested in the participatory design approach

C Think-Aloud Study
C.1 Study Structure

Section 1: Introduction

Section 2:  Think Aloud Interview

Section 3: Closing Questions

SoSciSurvey questionnaire 
Contains questions regarding participant demographics and the ATI scale

Establish remote connection via Chrome Remote Desktop

Introduction to online visualization annotation and the think aloud method

Sample run through the steps of the think aloud experiment by the staff

Begin think aloud experiment

Interpretation of the current graph and contained data

Participants use automatic analysis and experience the UI

Report how the tool changed their interpretation

Repeat the following steps for each of the 6 stimuli

SoSciSurvey questionnaire containing the SUS scale

Ask the participants closing questions related to the goals of our study

Figure 7: The Structure of our study. The goals we refer to in
the diagram are defined at the beginning of subsection 4.1.
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C.2 Stimuli

(a) (b)

Figure 8: Stimuli (I) for the think-aloud experiment. Visualisations are translated real world examples that have been stripped
of political connotations for the purpose of our study. Figure 8a and Figure 8b are positive examples that do not contain any
misleading features.

(a) (b)

Figure 9: Stimuli (II) for the think-aloud experiment. Visualisations are translated real world examples that have been stripped
of political connotations for the purpose of our study.
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(a) (b)

(c)

Figure 10: Stimuli (III) for the think-aloud experiment. Visualisations are translated real world examples that have been
stripped of political connotations for the purpose of our study.
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Figure 11: ChartChecker screenshot with stimulus 1 Figure 12: ChartChecker screenshot with stimulus 2

Figure 13: ChartChecker screenshot with stimulus 3 Figure 14: ChartChecker screenshot with stimulus 4

Figure 15: ChartChecker screenshot with stimulus 5 Figure 16: ChartChecker screenshot with stimulus 6

Figure 17: ChartChecker screenshot with stimulus 7
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Feature Description
Figure 9a: Mis-
leading aspect ra-
tio

This makes the increase in temperature seem even
more dramatic than it is.

Figure 9b: In-
verted y-axis and
missing y-axis
label

The inverted y-axis makes it seem as if the value
displayed drops significantly after the highlighted
point when it really goes up.

Figure 10a: Non-
linear x-axis, non-
linear y-axis, and
missing axis labels

These features let the growth of the value depicted
in the chart seem less steep than it really is.

Figure 10b: Trun-
cated y-axis,
inconsistent tick
placement, and
non-linear y-axis

The combination of these three features makes the
value seem to fluctuate a lot when it really only
fluctuates by about 10% of the initial value.

Figure 10c: Trun-
cated y-axis

Exaggerates the difference between the bars

Table 11: Description of all misleading features within the
stimuli.

C.3 Interview Questions
(1) User Interaction
(a) How do you evaluate the usability/ user interface of the

tool?
(2) Functionality
(a) How do you evalute the functionality of the tool?
(b) Do you think the time the tool takes to analyze diagrams

is reasonable?
(c) What was good in terms of features, if you liked anything

in particular?
(d) What functions do you think are missing?

(3) Comprehensibility
(a) Howwould you evaluate the comprehensibility of the new

diagrams produced by the tool?
(b) How would you rate the comprehensibility of the mislead-

ing features described by the tool?
(4) Usefulness
(a) Would you use the tool? And if so, in which cases? Why

(not)?
(b) Overall, how useful did you find the tool for interpreting

the information? Do you think it can help you or others
(e.g. younger siblings or an older neighbor) to better assess
information in diagrams?

C.4 Codebook
• User interaction
– Correct use of user interface

∗ Run the tool independently
– Wrong expectation of user interface
– Positive evaluation

∗ Confirming feeling when recognizing features already
found by the user

∗ Presentation clearer than original diagram
∗ Comparison of original vs. improved diagram positive

∗ Uncomplicated, intuitive operation
– Negative evaluation

∗ Presentation is less clear than original diagram
∗ Thinks it wouldn’t have been usable without an intro-
duction

∗ Would have expected more features
∗ UI should be designed better
∗ Dissatisfaction with improved chart
∗ Dissatisfaction with hide function
∗ Too much irrelevant area in the chart
∗ Dissatisfaction with share function

– Suggestion for improvement
• Comprehensibility
– Correct understanding of a misleading feature description
– Incorrect understanding of a misleading feature descrip-
tion
∗ Non-linearity too complex
∗ Inverted Y-axis too complex
∗ Inconsistent tick placement too complex

– Improved understanding of the chart overall
– Unchanged understanding of the chart overall

∗ Because everything was recognised beforehand
∗ Because there is no deception taking place

– Worsened understanding of the chart overall
∗ Because of information loss

– Positive evaluation
∗ Generated chart comprehensible
∗ Misleading feature texts comprehensible

– Negative evaluation
∗ Diagram comprehensibility poor/limited
∗ Feature texts not easy to understand
∗ Too much text

• Functionality
– Positive evaluation

∗ Adequate analysis time
∗ Explanation of all features good
∗ Generated diagrams look good/understandable
∗ Help function good
∗ Only one mouse click is needed for analysis
∗ Encourages you to think about the diagram again
∗ Share function good
∗ Tool detects relevant misleading features
∗ Hide function good
∗ Before and after comparison good

– Negative evaluation
∗ Analysis time should be shorter
∗ The chart title should appear
∗ Loss of information
∗ Disagree with misleading feature
∗ Dissatisfaction with generated diagram

– Suggestions for improvement
∗ Batch analyse
∗ Better color coding of functions
∗ Button right next to diagram
∗ Dark mode
∗ The chart heading should appear
∗ Advanced tutorial with examples
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∗ Feedback function to tell developers things
∗ Feedback for users when using the tool
∗ Smartphone version
∗ Highlighting of misleading feature list desired
∗ Hide irrelevant axis sections
∗ Improve control chart function
∗ Insert loading animation during analysis time
∗ Add lines to the background of the chart
∗ More context through automatic background search for
diagram content

∗ Support more languages
∗ Show more intermediate steps on axis
∗ Parallel view of the ChartChecker and all recognisable
features

∗ Parallel view of the tool and the original chart
∗ Change position of misleading features
∗ Make specific values visible when mouse over diagram
point

∗ Different chart design options
• Usefulness
– Successful correction
– No successful correction
– Identifying previous features in new charts
– Positive evaluation

∗ Trust in chart is growing
∗ Enable learning effect
∗ Would use tool
∗ Would recommend tool

– Negative evaluation
∗ Mistrust in tool
∗ Extra effort to analyse a diagram is too high
∗ Would not use tool
∗ Would not recommend tool

– Application scenario
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