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Besides the merits of increasing digitization and interconnectedness in private and professional spaces, 
critical infrastructures and societies are more and more exposed to cyberattacks. In order to enhance the 
preventative and reactive capabilities against cyberattacks, Computer Emergency Response Teams 
(CERTs) are deployed in many countries and organizations. In Germany, CERTs in the public sector 
operate on federal and state level to provide information security services for authorities, citizens, and 
enterprises. Their tasks of monitoring, analyzing, and communicating threats and incidents is getting more 
complex due to the increasing amount of information disseminated into public channels. By adopting the 
perspectives of Computer-Supported Cooperative Work (CSCW) and Crisis Informatics, we contribute to 
the study of organizational structures, technology use, and the impact on collaborative practices in and 
between state CERTs with empirical research based on expert interviews with representatives of German 
state CERTs (N=15) and supplementary document analyses (N=25). We derive design and policy 
implications from our findings, including the need for interoperable and modular architecture, a shift 
towards service level agreements, cross-platform monitoring and analysis of incident data, use of 
deduplication techniques and standardized threat exchange formats, a reduction of resource costs through 
process automation, and transparent reporting and tool structures for information exchange.  
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1 INTRODUCTION 

Research into computer-supported cooperative work (CSCW) has driven the field of crisis 
informatics [67], which is a multidisciplinary field “concerned with the ways in which 
information systems are entangled with socio-behavioral phenomena connected to disasters” 
[84]. Despite acknowledging the impact of human-induced emergencies, most research so far 
has focused on collective and individual behavior in natural disasters [64, 76] and the use of 
social media in the context of crisis response [92, 100]. However, driven by the increasing 
digitalization and interconnectedness of society, cyberattacks pose an increasing threat to both 
the virtual and physical realm. Looking at the 2015 Ukraine power grid cyberattack, the 2017 
WannaCry ransomware attack, or the 2020 University Hospital of Düsseldorf hack, the 
vulnerability of critical infrastructures and society to cyberattacks becomes apparent [2, 18, 22]. 
As a consequence, securing information technology and cyber incident response for citizens, 
public services, and critical infrastructures have become part of national security agendas [6, 53, 
101]. Related strategies do not only focus on the security of governmental organization and 
communication but also emphasize the importance of public-private partnerships (PPP) and 
multi-organizational collaboration for incident communication and response [68–70, 101].  

The need for incident response and management led to the deployment of Computer 
Emergency Response Teams (CERTs), sometimes also called Computer Security Incident 
Response Teams (CSIRTs), in the public and private sector across the world. CERTs are 
monitoring, analyzing, and communicating threats and incidents [24], offering reactive services 
and preventive measures for authorities, citizens, and enterprises [54]. However, managing 
these tasks while processing the increasing amount of available data across different channels, 
such as blogs, feeds, social media, and websites has become a complex challenge [28, 77, 86]. 
Besides information overload, the quality and speed of incident response is threatened by false 
or inaccurate information [48]. In order to provide effective incident management and response, 
CERTs are not only required to conduct ad hoc analysis to enhance their cyber situational 
awareness [28], but also to collaborate with other teams or third parties, sometimes with less 
advanced skill levels [51]. As security incidents become more widespread in interconnected 
infrastructures both in the public and the private sector, their services and collaboration by 
sharing threat information and specialized skills is becoming increasingly important [27, 41, 81].  
The collaboration of CERTs, to the best of our knowledge, has not been studied from the CSCW 
perspective yet. The study of CERTs in Germany offers an interesting case to address this gap. 
As a federal country with 16 states, Germany has installed 13 CERTs (from which the CERT 
Nord is responsible for four states) as well as a CERT for the federal administration (CERT-
Bund). Since 2001 they have become “a focal point for preventive and reactive measures in 
security-related incidents in computer systems”[26] in Germany. The states have implemented 
individual plans, resulting in a network of differently structured and resourced CERTs. In the 
light of resulting deviations in expertise, organizational structures, and used technologies, 
effective collaboration is of utmost importance to increase cyber situational awareness, the 
analysis and response to cyber incidents, and thus the cyber security of the public sector, 
society, and industrial production. However, there is a lack of empirical studies examining the 
collaborative practices of CERTs [51]. We investigate German CERTs that work in and for the 
public administration to answer the following research question:  

• How do organizational structure, technology use, and cross-organizational 
collaboration contribute to cyber incident response of German state-level CERTs?  
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To answer our research question, we conducted semi-structured expert interviews with 15 
participants and analyzed 25 secondary documents. Through a qualitative content analysis of 
the captured data, we: 

• Offer insights into the organizational structure and work processes of German state-
level CERTs. 

• Describe the technologies and practices used for cyber incident awareness, 
collaboration, and incident response. 

• Analyze the collaboration and its constraints among German state-level CERTs and 
external stakeholders. 

• Provide key insights, challenges, and design and policy implications for successful 
organizational structure, technology use and cross-organizational collaboration in 
German state-level CERTs. 

Our study contributes to the CSCW discourse by describing “a work environment/setting 
where collaboration is important” [95p. 4], connecting cyber security, crisis informatics and 
CSCW, and building foundations for design and evaluation studies to support the collaboration 
of CERTs. The paper is structured as follows: First, we present related work on the organization, 
technology use, and collaboration for cyber incident response to highlight our research gap 
(Section 2). Second, we outline the methodology in terms of case selection, mode of content 
analysis, conducted interviews, and analyzed documents (Section 3). Based on this, we present 
the results of our qualitative content analysis (Section 4). The paper concludes with a discussion 
of findings, implications for design and policy, limitations, and future work (Section 5). 

2  RELATED WORK 

The collaboration of spatially and temporally distributed emergency response teams in general 
and specifically in the public sector is a central research field within CSCW [15, 60, 61, 78]. 
There has been extensive research on how the design and use of technology influences and 
supports response teams, their workflows, and collaborative work [15, 58, 78, 80]. In this sense, 
collaboration can be described as the development of a set of common practices to monitor 
individual behavior and enable task coordination as well as flexible division of labor. In this 
context, technology provides a set of tools through which certain activities within the present 
setting become visible or publicly accessible. To allow the effective management of crises, the 
practices are designed to be independent of personnel, so that they can also be adopted by 
newcomers without previous collaboration and without much explanation [33]. 

2.1  Organization of Governmental CERTs 

Incident response in situations of uncertainty and high pressure has been studied in CSCW with 
regard to natural and man-made disasters, focusing on the collaboration among different 
emergency services, as well as with citizens [64, 76, 78, 80, 84]. In terms of cyber incident 
response, state-level CERTs have become important organizations to protect citizens, public 
administration, and critical infrastructures against cyberattacks and their potential real-world 
impact [54]. CERTs exist in public and private organizations and offer a variety of proactive and 
reactive services [98] to achieve their goal “to be a focal point for preventing, receiving and 
responding to computer security incidents” [50]. Existing studies have been emphasizing the 
necessity of collaboration between the different CERTs [71, 83] as well as other security experts 
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and volunteers [25, 97]. In a comparison of national security strategies, Boeke [9] has 
highlighted that due to the state size, Estonian cyber security is largely dependent on the help of 
state-directed civilian volunteers and international cooperation. In the United Kingdom, studies 
have found that cyber security is the task of private companies with less importance of state 
interference as a consequence of privatizing communication infrastructure [16].  

With specific regard to Germany, research has focused on the federal structure and its 
consequences for cyber security [87]. Legal experts have suggested to update federal security 
architectures in line with the increasing challenges of cyber security, including the effective 
integration of local and state level response into the national security strategy [21]. In 
accordance, studies have shown that a decentralized approach to security can also provide 
benefits in crisis response [79]. Distributed management as well as the sharing of information 
and experiences has shown to positively impact effectiveness of cyber security [21, 96]. Van der 
Kleij [22, p. 6-7] identified additional factors influencing the performance of CERTs, such as 
“coordination and sharing information with outside parties”, “collaborative problem-solving 
capacity and shared incident awareness”, and “organizational and incident learning”. This is 
supported by Ahmad [1], who suggests double-loops for learning, which means that the 
learning should not only include individual incidents but also systematic response structures, as 
well as taking part in cyber security defense competitions for simulation training [27]. To create 
educational simulations for the training of municipal security experts for effective defense, 
Gedris et al. derived design implications for cyber security scenarios which highlight the 
complex socio-technical context of public infrastructure [29]. 

2.2  Technology and Collaboration of CERTs 

To fulfil their tasks, CERTs use a variety of different technologies, especially Cyber Threat 
Intelligence (CTI) platforms, to enhance cyber incident response. Furthermore, they maintain 
cross-organizational collaboration with other CERTs and external stakeholders to facilitate 
collective crisis management [57]. Incident monitoring has shown to be complex due to 
increasing digitalization and services that CERTs have to provide. Often, incident reporting and 
procedures in connection with incidents are not standardized, and sometimes there are legal 
and psychological restraints in reporting due to data protection and company policies [8]. 
Therefore, receiving and analyzing threat incident information made additional security 
infrastructure and access for CERTs necessary, such as information on network traffic [91], 
deep packet inspection [72], and the use of machine learning to support incident detection [56]. 
Padayachee and Worku [66] have pointed out the advantage of collaboration among CERTs as 
they are more easily alerted to large-scale cyber security incidents and better capable to manage 
them adequately than alone. While many private and governmental organizations manage cyber 
security incidents individually, the protection of interconnected networks against 
internationally operating criminal groups can be better addressed with a shift towards cross-
organizational information exchange [82]. Khurana et al. [49] propose the prototype “Palantir” 
to enable effective multi-site cyber incident response including a collaborative workspace for 
discussions and data sharing. The authors highlight the crucial role of trust between 
organizations for sharing incident data.  

Despite the identified need for cross-organizational collaboration and information sharing 
between cyber security organizations such as CERTs [51, 81, 97], mainly the cooperation 
between law enforcement agencies has been examined [17, 41]. With view to the collaboration 
of German CERTs, the communication between the federal- and the state-level, CERTs as well 
as the private CERTs is considered as crucial to gain the situational awareness on the scope and 
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severity of an incident and decide on the response [34, 38, 101]. When CERTs were first 
established in Germany, Kossakowski [54, 55] observed that in addition to a lack of time 
resources, also insufficient mutual trust also resulted in low levels of cooperation. Thus, the 
work of security experts consists of “heterogenous bundles of practices” for the shared 
commitment towards cyber security [52]. Therefore, our study takes the organizational 
structure and the technology use into account. 

2.3 Adapting Crisis Informatics Research to the Cyber Security Domain 

Since the 2001 September 11 attacks, a considerable body of knowledge has been established in 
the research domain of crisis informatics, including empirical investigations of social media use 
and role patterns in crises [85, 93, 94], collection, processing, and refinement of social media 
data [3, 13, 46], system design and evaluation [5, 48, 65], as well as cumulative and longitudinal 
research [39, 64, 75]. Although it is common to distinguish anthropogenic (e.g., building 
collapse, shootings) and natural disasters (e.g., earthquakes, epidemics, hurricanes, floods, 
wildfires) in crisis informatics [64], only little domain-specific research considers the 
anthropogenic risks of cyberattacks [29]. However, like regular emergency services, such as fire 
or police departments, CERTs provide preventive and reactive capabilities and started to use 
social media (tools) to enhance their situational awareness but in response to cyber threats [36, 
47]. Since CERTs are confronted with similar issues when analyzing open and social data, 
including information quality and information overload [73], it seems sensible to examine the 
adoptability of findings from crisis informatics to the domain of cyber security. 

Besides researching formal crisis response organizations, crisis informatics has examined the 
emergence of digital volunteers, which are citizens that assist crisis response using the virtual 
realm and sometimes organize as Virtual and Technical Communities (V&TCs) [31, 74, 85]. 
Grasping the potentials of organized digital volunteers, so-called Virtual Operations Support 
Teams (VOST), comprising of trusted volunteers, were deployed during the 2011 Shadow Lake 
fire in the USA to monitor social media activities related to the emergency [19]. In the following 
years, VOSTs were deployed across the globe to assist emergency services by crowdsourcing 
emergency-related tasks, among them the VOST of the German Federal Agency for Technical 
Relief (VOST-THW) [25]. This concept is also becoming more interesting for the domain of 
cyber security: for instance, to overcome the resource limitations of federal and state-level 
CERTs in Germany, a recent initiative seeks to utilize the capabilities of organized digital 
volunteers by establishing a formalized Cyber Relief Agency [4]. 

2.4 Research Gap 

Our literature review revealed a body of research on the organization of CERTs, including 
structure [34, 54, 55, 83, 88], national comparisons [9, 16], governmental frameworks [14, 20, 42, 
43, 63], management [37, 62], and their effectiveness [1, 12, 27, 51]. Further studies investigated 
situational awareness, including the access [8, 72] and analysis [32, 56, 91] of data, and the 
dissemination of warnings [41, 68]. While plenty of research has been conducted on data 
collection and data visualization, in their systematic literature review, Franke and Brynielsson 
[28] noted a lack of empirical research on information exchange between relevant actors. 
Especially the collaboration between IT security teams, not only from the perspective of IT 
security, but also focusing on socio-technical systems has been highlighted as a field for further 
research [51, 52]. At the same time, the lack of exchange has been named as an obstacle in 
responding to large-scale cyberattacks [82]. To the best of our knowledge, no empirical studies 
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on the collaboration of state CERTs in the federal system of Germany have been published yet, 
calling for an analysis through the lens of CSCW. However, the lack of exchange has been 
named as obstacle in responding to large-scale cyberattacks [82].  

An exercise that aimed to test the defense skills of 900 participants from EU member states 
showed that public-private cooperation is central for guaranteeing cyber security, but also 
stressed the importance of strengthening cooperation on a national level by establishing more 
structured operating processes [23]. In a survey with CERT members, Ioannou et al. [41] 
identified important challenges in communication and coordination that weakened cyber 
security culture. Van der Kleij et al. [51] conducted semi-structured interviews with Dutch 
CERT members, highlighting the need across CERTs for collaborative sensemaking, including 
collaborative problem-solving capacity and shared incident awareness However, as it was a 
study from the field of psychology and the focus was on team effectiveness, it did not address 
the aspect of technologies used or required for collaboration and situational awareness. By 
analyzing empirical data from documents and interviews, our paper contributes findings on the 
implications for cross-organizational collaboration and technology design for German state-
level CERTs. 

3  METHODOLOGY: EMPIRICAL STUDY WITH GERMAN CERTS  

The German federal administration provides an interesting case as it facilitates the collaboration 
between independent cyber security organizations for the 16 states and the federal government. 
The states are represented by 13 CERTs within the public administrations or in state companies, 
whereas the federal CERT-Bund is integrated in the German Federal Office for Information 
Security (BSI). The individual CERTs are part of the Administrative CERT Network 
(Verwaltungs-CERT-Verbund, VCV) which provides an information exchange platform for 
public administration, thus offering an institutionalization of CERTs’ partnerships [102]. The 
structure, size, and the skill set of these CERTs depend on financial resources and the 
requirements of the target groups. They usually have a strategic head, the chief information 
security officer (CISO), and an operational head of team, who leads a small number of incident 
managers and cyber security specialists. In some cases, CERTs provide a public safety 
answering point (PSAP) for citizens and enterprises. The basic skill sets of CERT employees 
comprise IT security knowledge to detect threats and estimate their severity as well as 
communication skills to enable a proper response to incidents [89]. In 2019, the BSI reported 
770,000 emails containing malware in German governance networks, 114 million new versions 
of malware, and 252 reported incidents by critical infrastructure operators [10]. While the skills 
and level of organization of criminals increase, one CERT employee (I14) assumed that the 
number of incidents at least doubles once per year, making the collaboration between CERTs 
even more important. The objective of our empirical study, which comprises semi-structured 
interviews and document analyses, is to examine the organizational structure, technology use 
and cross-sector collaboration in German state CERTs.  

3.1 Data Collection: Interviews and Document Research 

The semi-structured interviews were designed to provide insights into the organizational 
structure, technology use, and collaborative practices within and between CERTs. To acquire 
the necessary data, we sent requests for semi-structured expert interviews [30, 45] in two 
rounds. We approached all 14 CERTs on federal and state level, but only six CERTs responded 
and agreed to participate the interviews. After receiving their acceptance and informed consent, 
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each interview session lasted around 50 minutes. In the first round of interviews (n=8, I1-I8), we 
put a strong emphasis on organizational factors and collaborative practices. Our interview 
guide, covering the categories of the codebook (section 3.1), comprised nine open-ended 
questions structured in three parts: (1) an introduction of the interviewee and his/her 
organizational role, (2) the deployment, organization, and work processes of the CERT, and (3) 
the communication and cooperation between CERTs.  

As we wanted to gain further insights into technology use by CERTs, we conducted a second 
round of interviews with those CERTs that were interested in further research collaboration 
(n=7, I9-I15). In this second round, we also included the perspective of some non-CERT 
organizations (I09, I10, I15). For instance, we approached a civil protection VOST (I09) and a 
voluntary humanitarian organization (I15) to gain insights into cyber security practices and 
technology use in the domain of crisis management and civil protection. Furthermore, we 
interviewed an information security officer (I11) of a state company who previously worked in a 
CERT organization to utilize his prior experience and get insights into how his work has 
changed as an information security officer. The interview guidelines comprised technology-
focused questions on the (1) interviewees’ role and organization, (2) reporting of cyber 
incidents, (3) monitoring of cyber incident data (e.g., indicators of compromise), (4) analysis, 
prioritization, and verification of gathered evidence, as well as (5) communication of 
recommendations and warnings. 

To include and gain insight into the remaining eight state-level CERTs of Germany which 
were not available for interviews, we conducted document analyses using public CERT 
websites, protocols of parliamentary debates, and administrative documents (N=25, see Section 
6.1 of the appendix for more details). While these official documents are publicly available and 
allow the identification of the related CERT, we at least had to ensure the anonymity of the 
interviewed CERTs.  

Table 1 summarizes the analyzed documents and conducted interviews. 

Table 1. Overview of the interviewed organizations, theirs types, as well as corresponding documents and 
interviews, only one interviewee participated in both rounds (I3, I10). Abbreviations: Head of Team (HT), 

Incident Manager (IM), Information Security Officer (IS), Public safety Answering Point (PSAP) 

Organization Type Documents Interviews (First Round) Interviews (Second Round) 
Ministry CERT  - I04 (IM), I05 (IM) - 
Service CERT  D01-D03 - - 
Ministry CERT - I08 (HT) - 
Service CERT D04-D06 - - 
Service CERT D07-D10 - - 
Ministry CERT - I1 (IM), I02 (HT)  I12 (HT), I13 (PSAP), I14 (IM) 
Ministry CERT D11-D13 - - 
Service CERT D14, D15 - - 
Service CERT D16-D19 - - 
Service CERT - I03 (HT) I10 (HT) 
Ministry CERT - I07 (IM) - 
Ministry CERT D20-D23 - - 
Service CERT D24, D25 - - 
Civil Protection - - I09 (HT) 
State Company - - I12 (IS) 
Civil Protection - - I15 (IS) 
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3.2 Data Analysis: Codebook Development and Structured Content Analysis 

We conducted a qualitative content analysis following the step model of deductive category 
application [59]. This requires defining analytical categories and developing a codebook, which 
comprises analytical categories, definitions, examples, and coding rules to be applied to our 
interview transcripts and collected documents. We preferred this deductive approach over an 
inductive, bottom up, or open coding to allow a structured comparison of the capabilities and 
services of CERTs. The codebook design was deductively informed by relevant literature and 
especially by the work of Skopik et al. [101], who assume that CERTs serve as interface 
organizations which monitor and collect data on threats, assess risks for their customers, 
communicate and handle incidents, as well as interact, cooperate, and collaborate with other 
organizations. The latter includes expert networks, such as the VCV, where CERTs exchange 
knowledge and services. Based on the literature, the first two authors identified ten analytical 
categories summarized under the domains of organization (CERT association membership, 
defined protocols for cross-organizational collaboration, distinct target group definition for 
incident reporting), technology (use of exchange platforms, alerting and reporting service, 
advisory service), and collaboration (information access, coordination competence, public-
private partnerships, information interface to emergency services). For each category they 
developed definitions and coding rules, which are specified in the detailed codebook in the 
appendix (Section 6.2). 

Table 2. Anonymized CERT scores in terms of organization, technology, and collaboration. Note that the 
character “–” is used when no information was available based on our interview and document analyses; 

however, it is treated as 0 when calculating sums. 

Domain Category Service CERTs Sum Ministry CERTs Sum 
  #1 #2 #3 #4 #5 #6 #7 ∑ % #8 #9 #10 #11 #12 #13 #14 ∑ % 

Organization 

CERT association member 
(VCV) 

1 1 1 1 1 1 1 7 100% 1 1 1 1 1 1 1 7 100% 

Defined protocols for cross-
organizational communication 

1 - 0.5 1 1 1 1 5.5 79% 1 1 1 0.5 1 1 0.5 6 86% 

Distinct target group definition 
for incident reporting 

1 1 1 1 1 1 1 7 100% 1 1 1 0.5 1 1 1 6.5 93% 

Technology 
Use of exchange platforms 1 1 1 0.5 1 1 1 6.5 93% 1 1 0.5 1 1 1 1 6.5 93% 
Alerting and reporting service 1 1 1 0.5 0.5 1 1 6 86% 1 1 1 1 1 1 1 7 100% 
Advisory service 0.5 0.5 0.5 0.5 0.5 1 0.5 4 57% 1 1 1 0 1 0 1 5 71% 

Collaboration 

Information access - 1 - 0.5 - 1 1 3.5 50% 1 1 - 0 1 0 1 4 57% 
Coordination competence - - 1 0 - 1 1 3 43% 0 1 0.5 1 1 1 1 5.5 79% 
Public-private partnerships 1 - 1 0 0.5 0.5 0.5 3.5 50% 0.5 0.5 0 0 1 0.5 1 3.5 50% 
Information interface ES - - 1 1 1 0.5 - 3.5 50% 1 1 0.5 0 1 0 1 4.5 64% 

 
For the analysis and interpretation of the collected documents (D1-D25) and conducted 

interviews (I1-I15), we followed the approach of Kaiser [44], which comprises the steps of 
transcription, coding of text, identification of core statements, extension of the data corpus, as 
well as theoretical analysis and interpretation. First, we created full transcripts of the interview 
data. Since we had to delete the audio material after transcription to ensure anonymity, we 
refrained from paraphrasing to preserve the richness of the data. Then, we analyzed the 
collected documents and created interview transcripts carefully to apply codes of the developed 
codebook to fitting passages. Four coders were involved in the process: while three coders 
conducted the initial round of coding, the main author checked and – if required – amended 
codes in a second round to ensure consistent coding across all interviews and documents. Also, 
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core statements were added as examples to the codebook. Although our work was guided by the 
codebook, we also inductively considered categories that emerged from data in our qualitative 
analysis. 

Besides the qualitative analysis of documents and interviews, one aim of our study was to 
understand the ways in which differences in the hierarchical establishment influence the 
capabilities and services provided by CERTs. The information whether a CERT is embedded into 
a ministry or into a separate state company was extracted from the individual CERT websites. 
To facilitate a comparison of both ministry and service CERTs, we used the categories of the 
codebook to quantify their organizational, technological, and collaborative capabilities and 
services. We used the interview data of the six interviewed CERTs plus the analyzed documents 
of the eight non-interviewed CERTs to determine the scores. Since each category of the 
codebook represents a specific capability or service, we used a 3-point scale to evaluate whether 
a CERT meets the definition of the category to full extent (1 point), only partially (0.5 points), or 
not at all (0 points). For each category, a different coding rule is used to determine its score 
(Section 6.2, Appendix). The coding was conducted by two researchers initially and then 
checked and amended by the leading author. The individual but anonymized CERT scores are 
presented in Table 2. Besides the descriptive and summative lines and columns, each line 
represents a category (e.g., capability or service) and each column either a service CERT (n=7) 
or ministry CERT (n=7). In the following Tables 3-5, we summarize the scores per category for 
both ministry and service CERTs and display the percentage-based results. For instance, service 
CERTs achieve a 79% score for the “defined protocols for cross-organizational communication” 
category, which means that they acquired 5.5 of 7 possible points. 

4 RESULTS  

In this section, we present our findings categorized by the themes of organization structure, 
practices and technologies for cyber incident response, as well as collaboration among CERTs 
and other stakeholders. 

4.1  Organizational Structure, Interorganizational Exchange and Target Groups 

The organizational establishment of state-level CERTs in Germany was driven by a directive of 
the IT Planning Council (I3), which is an institution that coordinates the collaboration between 
the federal government and states in Germany: “States are obliged to follow and implement the 
resolutions of the IT Planning Council” (I1). Aside from this legally binding dimension, there are 
various ways to associate CERTs either within a state ministry or an IT service provider. The 
latter can be so-called state companies which are legally dependent, but organizationally 
outsourced parts of the state administration (I10). In accordance with the different forms of 
hierarchical establishment, it became evident that there is a “administrative-focused 
perspective” in ministry CERTs, which work more closely with other ministerial security 
organizations, in contrast to a “technology-focused perspective” in service CERTs, which work 
closer to the operators of IT infrastructures. Due to different hierarchical establishments, 
internal administrative regulation, external regulations of superordinate authorities, but also a 
lack of necessary regulations, challenges in daily work and collaboration become apparent:  

“The legal basis for this is not yet available in the level of detail that would actually be 
necessary, so that colleagues from [another CERT, anonymized] can work with us at 
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all, and it is not yet clear how a common file storage system can be created. It is 
probably not even possible” (I1). 

When examining the interorganizational exchange between CERTs, the interviewees 
indicated that the VCV network is used for bilateral cooperation and multilateral exchange: 
“And there is a general interest to work hand in hand because without such a network you are 
nothing” (I5). Besides state CERTs, the federal CERT-Bund (as part of the BSI) is present in the 
VCV but operates at federal-level and thus works under different framework conditions (I3). 
Still, the cooperation with state CERTs is defined by agreements, guidelines, and technology: 

“The cooperation on a state and federal level is organized by a cooperation agreement, 
a guideline of the IT Security Council and a formal, political decision. This decision 
provides the contents, complemented by a regulation for reports, and is supported with 
a wiki page and a shared chat software by the CERT-Bund” (I5). 

Facilitated by the role of the BSI (I3), cooperation among CERTs is planned to be shifted 
towards service level agreements:  

“There need to be respective contact persons, there needs to be appropriate 
conversation, and the BSI needs to appropriately support the states. This is why the BSI 
has built a centre for liaison in the past months. Therefore, various cooperation 
agreements exist that are planned to become service level agreements” (I5). 

Table 3. Categories (representing capabilities or services) and anonymized CERT scores (percentage-based, 
cf. Table 2) in terms of organization and work 

Categories Service 
CERTs 

Ministry 
CERTs 

Observations and identified 
challenges 

Design or policy 
implications 

CERT association 
member  
(VCV) 

100% 100% • All CERTs are in 
regular and 
institutionalized 
exchange in the VCV  

• Technology design 
should make use of 
the existing 
exchange 
infrastructure of the 
VCV 

Defined protocols 
for cross-
organizational 
communication 

79% 86% • Almost uniform 
standardization 
regarding the structure 
of information is 
observed (TLP)  

• Although the TLP is 
the most common 
protocol, support for 
different 
information 
classification 
protocols is required  

Distinct target 
group definition 
for incident 
reporting 

100% 93% • Service CERTs seem to 
have a more precise 
definition of target 
groups, while ministry 
CERTs address a 
broader range of groups 
(such as citizens and 
SMEs) 

• Design of incident 
reporting and 
communication 
needs to address the 
needs of the 
different target 
groups 
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There are different protocols and standards that regulate the work, information 
management, and communication of CERT teams (Table 3). These include, amongst others, the 
standard on how to report cyber threats, for instance, via phone call or online form and the 
information sharing traffic light protocol (TLP), which is used to determine the confidentiality 
of information in intra- and interorganizational communication by classifying documents or 
information as red, amber, green, or white (with decreasing confidentiality). Almost all CERTs 
mentioned those two procedures either in the interviews or in public documents. All CERTs 
primarily support the public administration as their main target group. Still, some of them also 
include citizens, small and medium-sized enterprises (SMEs), or critical infrastructure providers 
as their target group (I12). Due to their variations in employee expertise and quantity, 
hierarchical integration, and specified target groups, all CERTs offer a different portfolio of 
services: “Therefore, the teams are relatively difficult to compare because they all have a little 
bit different focus” (ID3). Within the ministry, CERTs have IT-security appointees as a point of 
contact. The coded documents and the interviews showed no difference regarding this target 
group. In summary, the values in Table 3 confirm that interorganizational exchange is well 
developed both regarding ministry and service CERTs due to the establishment of the VCV. 
Still, protocols and work processes could be improved in at least four CERTs.  

4.2 Technologies and Practices for Cyber Incident Response 

When analyzing responses of the second-round interviews (I10-14), we identified differences 
and similarities in their use of ICT. An attempt to generalize ICT use of German state CERTs is 
depicted in Figure 1. The process can be roughly divided into the steps of acquisition, analysis, 
and response. First, incidents are either reported by customers (via mail or telephone) or 
detected by software (such as intrusion detection). After initial information about the incident is 
gathered, CERTs use a ticketing and reporting system to collect their evidence for incident 
response. Second, this evidence is collected and analyzed using awareness-focused (e.g., 
manufacturer websites, security advisory feeds, and social media channels) and collaboration-
oriented (e.g., malware information sharing platforms, the VCV collaborative chat) channels. 
Third, the collected evidence is then used to inform a certain stakeholder with specific 
recommendations, to provide (daily) reports for selected stakeholders (e.g., a daily vulnerability 
report for ministries), or to issue a general warning for multiple stakeholders (in case larger-
scaled ICT infrastructures are threatened). 

 

Figure 1. Example of a state-level CERT information and communication technology infrastructure. 
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The acquisition of information about incidents differs among CERTs. For instance, while one 
of the CERTs relies only on the reporting of incidents, another uses an intrusion detection 
software (IDS) to monitor their state administration network (I10, I11). In order to structure 
incident reporting, two CERTs defined a list of required information for further processing and 
damage assessment, of which the latter one is based on the RFC2350 specification. However, to 
reduce entry barriers, in the first contact usually only the most important information is 
discussed: 

“We try to set a relatively low inhibition threshold so that people report at all. You 
can’t ask for all when there is a security incident and people are nervous. Then it is 
actually enough for us if they pick up the phone and inform us” (I10).  

While incident reports were previously managed in Excel sheets, some CERTs implemented 
ticketing and reporting systems, such as OTRS, with a new ticket opened for each incident 
report (I12). These systems are then used to collect awareness-based or collaboration-based 
evidence or information on the reported incidents before response activities are conducted.  

In terms of awareness-based evidence, the backbone of CERT activities lies in analyzing 
manufacturer websites and security advisories to identify Indicators of Compromise (IOCs). 
While manufacturer websites report incidents on their specific hardware or software (e.g., 
Apple, Cisco Systems, Google, IBM), security advisories are often curated feeds of security 
organizations (e.g., BSI, DFN-CERT, US-CERT) that integrate incident information across 
different sources. However, there are multiple issues with collecting open source information. 
First, they are provided in different and regularly changing formats, which makes it hard to 
maintain software for structured acquisition. Second, as a consequence, CERTs have to 
manually check manufacturer websites and security advisories on a daily basis for their 
reporting, which can consume up to two hours daily (I10, I12). Third, as multiple security 
advisories are used for gathering information, CERTs are confronted with the issue of 
redundant information, currently requiring a manual deduplication of entries or information. 
Furthermore, some CERTs actively monitor social media to identify IOCs (I1, I3, I5, I6). Their 
main approach is to follow and monitor Twitter accounts of security experts and organizations, 
which is occasionally combined with topic-specific searches. One of the CERTs used TweetDeck 
to support the semi-automatic monitoring of Twitter accounts and a more automated 
monitoring of further social media is generally desired. However, a major part of Twitter 
monitoring is still conducted manually due to legal challenges and lack of tailored technology: 

“We monitor social media using the best effort principle. Currently, we do not have the 
capacities to monitor all media. We would benefit from a higher degree of automation, 
however, we are thwarted a bit by our lawyers, because we need the legal foundations 
before” (I1).  

Furthermore, VOST-THW uses the tool ScatterBlogs for monitoring and analyzing social 
media, which however is limited to Twitter and not tailored according to CERT requirements 
(I09). When using automation for gathering public data, data minimization, protection, and 
privacy regulations of individual organizations and states must be considered (I09, I15). Two 
further CERTs do not monitor social media, but either receive the information from a different 
state division or other organizations, such as the BSI, VCV, or in bidirectional cooperation with 
a different CERT.  

In terms of collaboration-focused evidence acquisition, according to our interviewees, 
physical distance does not hinder collaboration as exchange platforms and modern technologies 
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facilitate communication in near real-time (I4). Besides common communication channels, such 
as e-mails and telephones, a chat and a wiki page were set up to reduce knowledge gaps (I3). 
Especially the chat tool is seen as a measure to avoid unnecessary duplication of work and is 
appreciated for the possibility of real-time exchange in urgent cases: “We are in direct contact 
with the colleagues without going through the official channels when immediate incidents such 
as massive spam waves occur” (I1). However, the utility of the chat may not always be very 
reliable as the reporting is left to the employees’ discretion and because of a lack of time 
resources (I1, I2). Therefore, one interviewee suggested the idea of automated data exchange 
between CERTs:  

“But there is certainly potential for improvement, i.e., the timely exchange of technical 
safety-relevant information is still done manually between teams today. There is a clear 
potential for improvement” (I3).  

Besides collaboration in the VCV, IOCs are collected using a shared instance of the Malware 
Information Sharing Platform (MISP), which is an open source platform for threat intelligence 
collection and sharing. Amongst others, MISP allows the provision of structured malware 
information which can be imported into IDS software to enhance their detection capabilities 
and it “works better than solutions using pattern detection” (I10). However, if IOCs are detected 
by multiple CERTs, there is a risk for redundant entries:  

“In the VCV, we talk about IOCs and check [manually] if they were already entered 
twice or threefold [into MISP]. The redundancy check is not yet automated” (I6). 

In this way, technological shortcomings are compensated by the collaborative practices 
among CERTs. Still, interviewees considered the redundancy of security advisories as “an 
unsolved problem in the CERT community” (I10), which could be relieved by automated 
redundancy handling algorithms (I10, I14).  

Based on these infrastructures, CERTs are able to offer their alerting, reporting, and advisory 
services (Table 4). In terms of alerting, CERTs provide recommendations for action to allow 
their target groups to respond to cyber incidents. If a security vulnerability could potentially 
affect multiple organizations or target groups, a warning with preventative information is sent 
via e-mail distribution lists. Besides individual incident handling, CERTs create daily 
vulnerability reports to sharpen the security awareness of their target groups. In summary, 
alerting contact points in the administration or the target groups is at the core task of all 
CERTs. Other communicative practices of CERTs are advisory services and education of 
stakeholders, such as citizens, ministries, municipalities, or small and medium-sized enterprises. 
However, some CERTs are highly specialized and have a more specialized division of labor, than 
others. They focus on incident management, while outsourcing communication aspects such as 
awareness and education raising to other departments. In contrast to the organizational 
structure, Table 4 indicates that technologies and services for cyber incident response are less, 
but still well established across different CERTs (avg. 79%-88%). However, an aspect that is not 
covered by our initial coding scheme is the lack of supportive technology for gathering open 
source intelligence (OSINT) from manufacturer websites, security advisories, and social media. 
This issue implicates a lot of manual intraorganizational work, which can only be partly 
alleviated by interorganizational collaborative practices due to different requirements and 
technologies used across state administrations, SMEs, or other clients (I10, I12). In ministry 
CERTs, their advisory and alerting functions appear to be somewhat more strongly developed 
due to the focus on the overall situational awareness reports. 
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Table 4. Categories (representing capabilities or services) and anonymized CERT scores (percentage-based, 
cf. Table 2) in terms of technology 

Categories Service 
CERTs 

Ministry 
CERTs 

Observations and identified 
challenges 

Design or policy implications 

Use of 
exchange 
platforms 

93 % 93% • All CERTs participate in 
the exchange platforms 
by the VCV, in a Wiki 
and a Chat, but there is 
a lack of tools for 
gathering OSINT 

• Design of tools to increase 
automation and reduce 
redundancies when 
gathering OSINT for 
incident and threat 
processing and sharing  

Alerting 
and 
reporting 
service 

86% 100% • All CERTs inform their 
target groups on 
vulnerabilities, however 
some CERTs (mostly in 
ministries) produce 
regular additional 
vulnerability reports  

• An alerting and reporting 
tool should be able to 
generate vulnerability 
reports, design should also 
consider possibilities for 
automatization of 
generation of alerts, threat 
and incident data analysis 
and reporting  

Advisory 
service 

57% 71% • As ministry CERTs 
address more target 
groups, their advisory 
services seem to focus 
on a broader spectrum 
of groups  

• Further investigation on the 
possibilities of automation 
of standard cases 

• Improve the pooling and 
sharing of expertise for 
complex incidents  

4.3 Collaboration Among CERTs and External Stakeholders 

Both organizational structure and technology shape the collaboration among CERTs. Our 
interview participants especially valued the mutual exchange in the VCV network. The regular 
meetings of the VCV are an essential part of the communication (I4) and CERTs are highly 
intrinsically motivated to participate in the meetings that normally take place twice a year (I1) 
and are used to guide upcoming collaboration (I3). The CERTs can benefit from synergies within 
the VCV, for example, by sharing forms that follow the incident report standard (I3). The 
meetings of the VCV help to build relationships and networks on a personal level (I3): 

“Over the years, we have established something like a web of trust which comprises 
trustworthy people and, for instance, helps to verify information gathered online” (I10). 

Furthermore, the VCV allows employees of CERTs to visit other institutions (I5) so that 
knowledge is shared and they can “immerse into the daily operations on-site and learn how 
they live, how the information appears. This form of communication is very versatile, a whole 
range of possibilities to learn from each other and the CERT-Bund” (I5). However, due to 
varying organizational guidelines among CERTs, such as slight variations of the TLP 
confidentiality levels, the acting individuals have a great responsibility to assess the 
confidentiality of exchanged information and prevent their unintended disclosure (I3). 
Furthermore, the VCV provides the possibility to request resources from other CERTs but only 
in a non-binding manner: 
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“But it is not binding, when [another state] says they have a new Sand Box solution, 
they cannot say ‘please send all our malicious software to them’ […]. It is an offer, we 
can accept it or decline it, but we will not reach a binding decision in the VCV except 
for standards for reporting and other such things” (I2). 

The network is also used to establish bilateral cooperation to facilitate knowledge sharing or 
service exchange. For instance, due to limited financial resources, smaller CERTs may not be 
able to deliver all required services (I4). To address this problem of lacking resources, in one 
case tasks were delegated to a different state CERT: 

“Yes, we are not a complete CERT but cooperate with (anonymized state). This also 
means that tasks that should be carried out by us are covered by the CERT of 
(anonymized state)” (I4). 

This cooperation shows that also smaller states with less resources can enhance their 
capabilities in the context of cyber security and can therefore contribute to the security 
measures against cyberattacks (I2, I4). In this specific case, the cooperation affects tasks such as 
the creation and distribution of warning reports, tickets, and guidelines as well as the checking 
of suspicious e-mails (I4). In terms of information access, some CERTs state that are not oriented 
towards the CERT-Bund with its unique position at federal level but rather focus on mutual 
observation and learning of other state CERTs as they take on similar tasks that need to be 
adjusted to local peculiarities (I5). However, as a challenge, bilateral cooperation can be subject 
to asymmetrical information flows: 

“The (anonymized CERT) is sufficiently different from us, we have nothing to do with 
them technically, we do not really know who they are associated with, they simply get 
our information, but the return flow is low” (I3). 

The nature of collaboration is further influenced by the different types of public ministerial 
and service CERTs. This has an impact on the specific expertise of the recruited personnel: “This 
makes a difference, the CERTs of an IT service provider are organized in a technical way, they 
are usually technicians. There often are people who are less technically experienced in the 
ministries” (I2). Especially different profiles of expertise, regular exchange, and generation of 
trust are crucial for networking:  

“The personal contact, knowing who you are dealing with, developing bonds of trust 
beat all formalities, beat all regulations, because if there is a will, there is a way. And 
with this model of personally getting to know each other this will is built, a network of 
personally known actors. When you need help or have limited resources, as a first step, 
you rely on those who you have a good relationship with” (I5). 

The collaboration among CERTs can also be viewed from the perspective of public-private 
partnerships. In contrast to their ministry-embedded counterparts, service provider CERTs of 
some states are based in economic state companies. In this case, the activities and coordination 
of the BSI and VCV facilitate intensified and formalized cooperation between ministry and 
service CERTs:  

“The cooperation between states is encouraged by the BSI, because they want to reduce 
their effort of consulting. Therefore, we try to coordinate ourselves in the VCV before 
requesting help from the BSI. But the support of all sides and also from the BSI is 
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excellent. We usually get an answer on the same working day if it is particularly 
important and urgent” (I1).  

However, regardless of their organizational embedding, state CERTs compete with CERTs in 
the private sector, which are part of bigger enterprises:  

“The labor market offers almost no personnel, the teams cannibalize each other, which 
is admittedly not constructive. [In] the state CERTs, fluctuation, and lots of migration 
between the CERTs take place. This is not good” (I3). 

There are huge differences in employer attractiveness of either public or private CERTs. 
While state CERTs are bound to the tariff agreements for the civil service of the states, the 
salary of employees in the private sector tends to be higher, thus attracting higher numbers of 
applicants (I3). 

Table 5. Categories (representing capabilities or services) and anonymized CERT scores (percentage-based, 
cf. Table 2) in terms of collaboration 

Categories Service 
CERTs 

Ministry 
CERTs 

Observations and identified 
challenges 

Design or policy implications 

Information 
access 

50% 57% • Information access 
depends on the 
organizational structure: 
beside the incident 
notification, CERTs 
collect information from 
various sources. Access 
to more open sources can 
be considered 

• Inclusion of open access 
sources, like social 
media expert 
communities, into 
automated system, 
which gathers incident 
relevant information  

Coordination 
competence 

43% 79% • Ministry CERTs seem to 
be more capable of 
coordinating tasks 
between CERTs and 
other organizations. The 
allocation of resources 
between CERTs seems to 
be unequal  

• The unequal distribution 
of resources can be 
addressed by 
(semi)automation of 
standard tasks, as well 
as by pooling expertise 
and resources  

Public-private 
partnerships 

50% 50% • Due to protection of 
sensitive data, the 
collaboration with 
private CERTs is equally 
limited  

• Tools supporting 
collaboration between 
public sector and private 
sector CERTs need to 
consider legal 
restrictions regarding 
privacy and sensitive 
information  

Information 
Interface 
Emergency 
Services 

50% 64% • The contact to other 
authorities seems to be 
stronger for ministry 
CERTs  

• The design should 
support the information 
exchange with 
emergency services for 
cross-organizational 
incidents response  
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As highlighted in Table 5, collaborative features of state CERTs are less developed than 
organizational and communicative features, achieving rather mediocre scores (avg. 54%-70%). 
Both ministry and service CERTs indicate that information dissemination is very well or at least 
moderately developed. It can also be seen that their access to information scores considerably 
lower, which however could be due to the fact that some tasks are outsourced to other 
organizational units. Only about half of the CERTs mentioned that they maintain public-private 
partnerships. However, there are regular and important exchanges and partnerships between 
ministry and service CERTs in at least two cases, incidents are collaborated on to improve their 
effectiveness. Coordination competences and information interfaces to emergency services are 
higher in ministry CERTs, probably due to easier access and exchange with other authoritative 
units, such as emergency management or police.  

5 DISCUSSION AND CONCLUSION 

In this paper, we investigated the organizational structures, technology use, and cross-
organizational collaboration of German federal and state CERTs. Existing literature on the topic 
highlighted a lack of empirical research on collaboration among CERTs [51]. Our multi-method 
empirical study, which comprises semi-structured interviews (N=15) and supplementary 
document analyses (N=25), provides findings to answer our research question: How do the 
organizational structure, technology use, and cross-organizational collaboration contribute to cyber 
incident response of German state-level CERTs? In the following, we discuss our findings, 
implications for design and policy, as well as limitations and opportunities for future work. 

5.1 Discussion of Findings 

First, in terms of organization, German state CERTs have been established either as part of state 
ministries or in external service companies. In both cases, their aim is to provide preventative 
and reactive security measures securing the ICT infrastructures of their respective target 
groups, such as public administrations, small and medium-sized enterprises, or citizens [54, 55, 
83, 88]. Due to the digitalization of the administration (e.g., establishment of e-governments), 
critical infrastructures and enterprises (e.g., deployment of IoT), and society (e.g., use of mobile 
devices), their tasks of monitoring, analyzing, communicating, and responding to cyber threats 
and security incidents are becoming more complex [62]. However, in some state CERTs, a lack 
of personnel and resources impair a functional division of labor and successful delivery of their 
services [27]. One issue lies in the competition between state CERTs, which are bound to 
collective wage agreements, and private sector CERTs that can provide higher wages. This is 
partly alleviated by an increasing cross-organizational collaboration, involving a multitude of 
actors, such as other CERTs and IT security appointees in other authorities and organizations. 
Especially the collaboration among state CERTs, which was established in the VCV network, 
has been highlighted as the most important aspect of effective incident management. 

Second, we saw that CERTs use a variety of technologies to support the acquisition, analysis, 
and reporting of information related to cyber security incidents (Figure 1). As a starting point, 
incidents are either reported by customers or detected by software. Subsequently, some CERTs 
use a ticketing and reporting system to collect and analyze evidence for incident response. On 
the one hand, this evidence is gathered from publicly available data, such as manufacturer 
websites, security advisories, or social media. On the other hand, further evidence is gathered by 
collaboration using shared platforms, such as MISP or the VCV. For example, a chat and wiki 
are used in the VCV to facilitate collaboration between federal and state CERTs. However, the 
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divergent allocation of resources negatively influences the participation of some CERTs within 
the chat. Trusting relationships between individuals needs to be supported by a reliable system 
based on common understandings and practices [34, 49, 83], such as the common use of 
protocols for confidentially (e.g., traffic light protocol, TLP) of security-relevant information and 
for documenting cyber threats. Similar to our study, Van der Kleij et al. [51] have found that the 
communication of threats and “in-depth technical communication” needs more support by 
formalization and communication tools, which should be supported by threat intelligence 
standards, such as STIX and MEAC. This is also important because monitoring and diagnosing 
security threats otherwise often relies on the tacit knowledge of practitioners, which is difficult 
to share [97]. Such a formalization would support the development of explicit expert 
knowledge, which in turn would benefit the efficiency of communication between CERTs and 
external actors [12, 88]. Still, once enough evidence is collected via awareness-focused and 
collaboration-oriented channels, a report is generated that either provides specific 
recommendations for a certain stakeholder or general warnings for multiple stakeholders. 

Third, the interviews showed that there is strong bilateral collaboration between CERTs, 
especially between ministry and service CERTs, as their different access to IT services and 
communication infrastructures can lead to useful exchange of expertise, knowledge, and 
services. We observed that there are specialized skills in every CERT that are shared within the 
CERT community using the VCV as a platform. Generally, cooperation between CERTs is 
organized within the VCV, which is considered essential as it combines the perspectives of 
ministry and service CERTs, offering added value for all actors and serving as a web of trust. 
One value that was frequently highlighted is the mutual learning within the VCV; this is in 
accordance with the suggestion of Ahmad et al. [1] to implement “double-loop learning”, which 
is not only focusing on learning from the individual incidents but also reflecting on systematic 
corrective actions. This is achieved through mutual support and exchange between state CERTs 
in the areas of awareness raising, response strategies, and technology, such as anti-phishing 
campaigns to raise awareness and shared sand boxes to analyze malware. Regular VCV 
meetings also have a social component, which later forms a basis for collaboration and the use 
of shared technology for information and service exchange. In the case of ad hoc incident 
responses, it was pointed out that individual trust and informal contacts, based on formal 
contacts, are key to a fast and effective response. The federal level, represented by the BSI, has 
more extensive tasks and competences, including the provision of security-relevant information 
to state CERTs. In comparison, the BSI’s technical and organizational infrastructure is 
significantly more advanced due to division of labor into separate departments for situational 
awareness and response capabilities. This feature is used for a distribution of tasks between the 
federal and the state level that supports the regular monitoring and exchange of threat 
information. However, the sharing of information between CERTs and non-CERT actors is 
sometimes limited due to privacy and confidentiality restrictions [96] and different legal 
frameworks for ministry and service CERTs. 

5.2 Implications for Design, Policy, and Research 

Based on our key observations and identified challenges, we propose design and policy 
implications (Table 6) to support the cross-organizational collaboration of German state CERTs 
and to increase cyber situational awareness [35]. First, we saw that the organization, structure, 
and work processes of CERTs are based on legal regulations and organizational embedding, 
which shaped different perspectives and service portfolios across CERTs. Thus, when 
developing ICT, an interoperable and modular architecture to address the different focuses and 
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services of CERTs should be provided, while still maintaining the extended need for 
collaboration. From a policy perspective, a shift from loose cooperation towards service level 
agreements should facilitate the organizational and technological development of work since a 
lack of liabilities and regulations for daily work in interorganizational exchange was observed.  

Second, a variety of different technologies and practices for communication among CERTs 
was observed. While regular meetings were perceived as working measures for collaboration, 
knowledge sharing, and relationship building, a lack of technology support for analysis and 
communication became apparent. In order to address these issues, ICT should facilitate a mainly 
automated but privacy-preserving [40] cross-platform monitoring and analysis of incident data, 
including blogs, databases, social media, or websites. Moreover, deduplication techniques and 
standardized threat exchange formats would help to prevent redundant IOCs and to increase 
efficiency of operations in shared threat intelligence platforms. Third, in terms of collaboration, 
we identified strong bilateral collaborations and delegations of tasks among CERTs but also 
multilateral coordination in conjunctions with the BSI, CERT-Bund, and VCV. Still, a lack of 
financial, human, and time resources was identified as a barrier for extensive collaboration and 
operation. By utilizing the benefits of (semi-)automation of monitoring and reporting processes, 
functional and useable ICT could help to further alleviate such resource constraints. 
Furthermore, an asymmetry of information, power, and size across CERTs was identified as a 
challenge for collaboration. Here, transparent reporting and tool structures could help to 
enhance awareness and trust among CERTs. 

In the past, crisis informatics research has focused on the use of prominent social media, 
such as Facebook or Twitter. Soden and Palen [84] suggested to broaden the scope of crisis 
informatics and look “beyond social media”, including domains such as participatory mapping. 
In light of the increasing interconnectedness of real and virtual realms, first, we suggest crisis 
informatics research to also tackle the issues of cyberattacks, which threaten critical 
infrastructures and society. Our study highlights the need for intense collaboration between 
relevant stakeholders to monitor and respond to cyberattacks. Second, it became apparent that 
besides social media, other open source information based on expert blogs, security advisory 
feeds, or manufacturer websites are important sources of insight for cyber incident response. In 
our study, the co-creation of knowledge was implemented in an interplay of establishing cyber 
situational awareness (e.g., monitoring of available open and social information) and cross-
organizational collaboration (e.g., exchange of expertise, provision of shared services, and 
verification of information).  

In terms of situational awareness, crisis informatics leveraged the advent of social media 
analytics tools designed according to the needs of emergency services [48, 65, 90]. While they 
are certainly not tailored to the requirements of CERTs and do not account for significance of 
other OSINT sources, the knowledge created and shared around these tools can be used – in 
combination with empirical studies such as ours – to inform the design of specific CERT 
technologies. Our interview participants expressed a positive attitude towards the established 
cross-organizational collaboration between CERTs. Still, since the above-mentioned technology 
seems promising to reduce the time strain of daily routine (monitoring) tasks, this would open 
up further opportunities to conduct other (collaborative) tasks with higher standards of quality. 
Moreover, tools facilitating the creation and dissemination of reports and warnings could help 
to improve the collaboration among CERTs and interaction with customers. 
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Table 6. Summary of observed behaviors, identified challenges, and design or policy implications 

 Key observations Identified challenges Design or policy 
implications 

Organization • Organizational 
structure is driven 
by federal 
characteristics, 
directives, and laws 

• Embeddings shape 
different ministry- 
and technology-
focused perspectives 

• Lack of standards and 
regulations for the 
daily work, which are 
required to remain 
sustainable 

• Lack of liabilities in 
interorganizational 
exchange 

• Interoperable and 
modular architecture 
for different CERT 
focuses and services 

• Shift from loose 
cooperation towards 
service level 
agreements 

Technology • Use of a variety of 
different tools for 
communication 
among CERTs 

• Regular meetings for 
improved 
collaboration, 
knowledge sharing, 
and relationship 
building 

• Lack of automatization 
in the monitoring of 
open, public, or social 
data 

• Privacy regulations 
and data minimization 

• Communication and 
reporting 
redundancies of IOCs 

• Privacy-preserving 
cross-platform 
monitoring and 
analysis of incident 
data 

• Use of deduplication 
techniques and 
standardized threat 
exchange formats 

Collaboration • Bilateral 
collaboration and 
delegation of tasks 
among CERTs 

• Coordination of 
collaborative actions 
by the BSI and VCV 

• Lack of financial, 
personnel, and time 
resources 

• Asymmetry of 
information, power, 
and size 

• Competition between 
public and private 
sectors 

• Reduction of resource 
costs by (semi-
)automation of 
monitoring and 
reporting processes 

• Transparent reporting 
and tool structures for 
trusted information 
exchange 

5.3 Limitations and Future Work 

The analysis of the interviews showed that the form and the type of association of CERTs can 
substantially influence their work. In contrast to the content analysis of official documents, the 
interviews allowed a different kind of insight into the informal practices of CERTs. The former 
did not provide information on the networks between the CERTs but only on formal aspects, 
such as the organizational structure, target group definition, task portfolio, and reporting 
templates for cyber security incidents. Hence, the part of the analysis that focuses on 
technology and collaboration strongly relies on information extracted from the interviews. 
Furthermore, more ministry CERT employees agreed to be interviewed than those from service 
CERTs. This might have influenced the imbalance between the coding based on the interviews 
and the documents, causing the higher scores of the ministry CERTs as presented in Tables 2-4. 
As every CERT has differences regarding its service portfolio and tasks, the comparison might 
be biased towards the interviewed CERTs as well as towards CERTs with a broader spectrum of 
tasks and less division of labor. If some tasks, such as the communication of cyber threats, are 
not realized in CERTs but in a different state organization, this is not reflected in the study 
design. However, the more resources organizations allocate to incident response, the more 
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likely they are to change the organization of the division of labor of monitoring, response, and 
communication. Still, most of the CERTs studied (12 of 14) combined the tasks within the CERT.  

When discussing the generalizability of results, several aspects need to be considered. On 
the one hand, our data is based on an empirical study with German CERTs, which is why we 
cannot provide a grounded assessment on the situation in other nations. Differences in national 
capabilities and legislations likely influence the activity, permissions, and privacy-preserving 
behavior of CERTs [9, 16]. Further in-depth research would be required to compare different 
analytical technologies (e.g., the degrees of automation and modularity) and collaborative 
practices (e.g., cooperations or service level agreements) across nations on a fine-grained level. 
On the other hand, cyber emergency response is a global problem requiring extensive 
collaboration across CERTs on both national and international level [71, 83]. On average, more 
than ten CERTs are established per European nation [24], highlighting the necessity for 
standardized threat intelligence exchange, transparency, and trust among teams. This is further 
emphasized in international collaboration, which is required in large-scale cyberattacks, such as 
the 2017 WannaCry ransomware attack that infected over 200,000 victims across 150 countries 
[7]. Furthermore, the 2021 Microsoft Exchange vulnerabilities have been exploited by a variety 
of professional criminal groups, and which led to the BSI reaching out directly to 9,000 possibly 
affected enterprises in Germany [11]. To respond to the professionalization of cyber criminals, 
CERTs increase their capacities and their interorganizational collaboration. Thus, we assume 
that our design and policy implications are viable requirements across international CERTs that 
require different implementations based on national capabilities and legislation. However, in the 
next step of our national research project, we intend to use the framework of design case 
studies [99] in order to complement our empirical findings with other stakeholders views and 
translate them into more fine-grained requirements to iteratively design and evaluate a ICT 
demonstrator facilitating the data analysis and collaboration practices among state-level CERTs 
in Germany. 
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A DOCUMENTS  
Our appendix comprises an overview of analyzed documents, the codebook used for our 
empirical study, and anonymized CERT scores based on our analysis. 

Table 7. Overview of analyzed documents with references (see Section 3) 

Name  Doc.-Nr.  Reference 
CERT Berlin D01-D03 D01: ITDZ Berlin, “IT Infrastructure: Security, [IT-Infrastruktur: 

Sicherheit],“ 2020.  
D02: ITDZ Berlin, “Range of services [Leistungsspektrum],“ 2020. 
D03: Committee on Digital Administration Privacy and Freedom of 

Information [Ausschuss für Digitale Verwaltung Datenschutz und 
Informationsfreiheit], "Word and Content Record [Wort-und 
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Inhaltsprotokoll].” [Online]. Available: https://www.parlament-
berlin.de/ados/17/ITDat/protokoll/it17-068-ip.pdf. 

CERT-Brandenburg  D04-D06 D04: Brandenburg IT service provider [Brandenburgischer IT-
Dienstleister], “CERT-Brandenburg.” 2020. 

D05: Land Brandenburg, “Response of the State Government to Minor 
Inquiry No. 1522 by Dr. Saskia Ludwig, Member of the CDU 
Parliamentary Group, printed matter 6/3705 [Antwort der 
Landesregierung auf die Kleine Anfrage Nr. 1522 der Abgeordneten 
Dr. Saskia Ludwig CDU-Fraktion Drucksache 6/3705].” 2016. 

D06: Land Brandenburg, “IT Security [IT-Sicherheit].” 2020. 
CERT BWL D07-D10 D07: State Parliament of Baden-Württemberg [Landtag von Baden-

Württemberg], “Statement of the Ministry of the Interior, 
Digitization and Migration: The so-called cyber defense in the state's 
security architecture [Stellungnahme des Ministeriums für Inneres, 
Digitalisierung und Migration: Die sogenannte Cyberwehr in der 
Sicherheitsarchitektur des Landes],” 2017. 

D08: State Parliament of Baden-Württemberg [Landtag von Baden-
Württemberg], “Statement by the Ministry of the Interior, 
Digitization and Migration: Prevention and Detection of Cybercrime 
[Stellungnahme des Ministeriums für Inneres, Digitalisierung und 
Migration: Verhinderung und Aufklärung von Cybercrime-
Straftaten],” 2019. 

D09: Cyberwehr, “Cyberwehr – Homepage [Cyberwehr – Startseite],” 
2020. 

D10: Cyberwehr, “Impressum Cyberwehr,” 2020. 
CERT M-V D11-D13 D11: Ministry of the Interior and Sports [Ministerium für Inneres und 

Sport], “IS Guideline M-V: Guideline for Ensuring Information 
Security in the State Administration of Mecklenburg-Pomerania [IS-
Leitlinie M-V: Leitlinie zur Gewährleistung der 
Informationssicherheit in der Landesverwaltung von Mecklenburg-
Vorpommern],” May 2014. 

D12: DVZ M-V, “IT Security [IT-Sicherheit].” . 
D13: CERT M-V, “Description according to RFC 2350 [Beschreibung nach 

RFC 2350].” 2020. 
CERT Nord D14, D15 D14: CERT Nord, “CERT Nord.” 2020. 

D15 Saxony-Anhalt State Parliament [Landtag von Sachsen-Anhalt], 
“Minor Inquiry - KA 7/1554: Attacks on information technology and 
the data network of the state of Saxony-Anhalt [Kleine Anfrage - KA 
7/1554: Angriffe auf die Informationstechnik und das Datennetzwerk 
des Landes Sachsen -Anhalt].” Apr. 2018. 

CERT NRW D16-D19 D16: State company IT.NRW [Landesbetrieb IT.NRW], “Information 
Security for the State Administration of North Rhine-Westphalia 
[Informationssicherheit für die Landesverwaltung NRW].” 2020. 

D17: WIRTSCHAFT.NRW, “Security in Information Technology 
[Sicherheit in der Informationstechnik].” 2020. 

D18: D. and E. of the L. N.-W. Ministry of Economy, Innovation [D. und 
E. des L. N.-W. Ministerium für Wirtschaft, Innovation], “Meeting of 
the Digitization and Innovation Committee on March 15, 2018 
[Sitzung des Ausschusses für Digitalisierung und Innovation am 15. 
März 2018].” 2018. 

D19: CERT NRW, “Responsible Disclosure Policy CERT NRW.” 2016. 
SAX.CERT D20-D23 D20: SAX.CERT, “Vulnerability Advisory Service,” 2020. 

D21: SAX.CERT, “Cooperations [Kooperationen],” 2020. 
D22: SAX.CERT, “Description according to RFC 2350 [Beschreibung nach 

RFC 2350].” Feb. 2020. 
D23: Freistaat Sachsen, “Minor Inquiry of the Member of Parliament 

Valentin Lippmann, Parliamentary Group BÜNDNIS 90/DIE 
GRÜNEN: Hacker Attacks at Saxony's Police and Office for the 
Protection of the Constitution [Kleine Anfrage des Abgeordneten 
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Valentin Lippmann, Fraktion BÜNDNIS 90/DIE GRÜNEN: 
Hackerangriffe bei Sachsens Polizei und Verfassungsschutz],” 2016. 

ThüringenCERT D24, D25 D24: Freistaat Thüringen, “Not without protection: Information Security 
Thuringia CERT [Nicht ohne Schutz: Informationssicherheit 
Thüringen CERT],” 2018. 

D25: Freistaat Thüringen, “ThüringenCERT Description according to RFC 
2350 [Beschreibung nach RFC 2350],” Aug. 2019. 

B CODEBOOK  

Table 8. Codebook with categories, definitions, examples, and coding rules 

Category Definition  Example Coding rule 
CERT association 
member (VCV)  

The CERT is part of the 
VCV and operates 
within and through it 
with other CERTs. 
The CERT enters into 
confidentiality 
agreements with 
external partners 

"With external communication partners, 
such as municipalities, we handle things 
differently; we have them sign 
confidentiality agreements and then file 
them accordingly.” (I01)  

1 = Part of a cross-CERT alliance  
0.5 = Cooperation with cross-
institutional networks, but no 
overarching institutionalization 
0 = No institutionalization exists, 
the CERT primarily acts alone 
without cross-organizational 
structures.  

Defined protocols 
for cross-
organizational 
communication  
(such as TLP) 

The work of the CERT 
is regulated by 
predefined protocols 
that determine and 
influence its working 
process 

“So, it is assumed that every information 
that is passed on in written form in the 
VCV is also classified according to TLP. 
So that's how it's handled by default." 
(I01)  

1 = The CERT operates on the basis 
of predefined protocols that regulate 
its work process. TLP are classified 
0.5 = The CERT works and operates 
on the basis of customary rules that 
govern its work process, but does 
not explicitly operate on the basis of 
protocols  
0 = There is no evidence of 
protocols regulating the work 
process  

Distinct target 
group definition 
for incident 
reporting  
  

The CERT works and 
interacts with a 
previously defined 
target group/ works in a 
target group-specific 
way 
Target groups: State 
administration, 
municipal 
administration, Citizens, 
Companies /CI 
operators 

"There are with us, we have different 
target groups, our primary target group 
is the state administration, meanwhile 
also more or less the municipal 
administration [...]" (I01)  
  

1 = The CERT works with many 
target groups and acts in accordance 
with their specific needs  
0.5 = There are recurring groups 
that the CERT addresses, but no 
specifically defined target groups 
0 = The CERT does not have defined 
target groups 
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Use of exchange 
platforms 

The CERT participates 
in the exchange of 
information  
There is a central 
exchange platform for 
the different CERTs  
The CERT participates 
in exchange meetings of 
the VCV 

"We have different types of 
communication, we have regular 
working meetings with the entire 
administrative CERT network and all the 
state CERTs plus the federal CERT meet 
at least twice a year and exchange 
information with presentations and 
workshops on specialist topics. We talk 
on the phone regularly, we exchange e-
mails regularly, we have set up a wiki 
where we exchange information, 
exchange documents, across states." (I01) 

1 = The CERT is part of various 
exchange platforms and 
communication channels as well as 
exchange meetings through which it 
stays informed about current 
developments, topics, etc. and can 
exchange ideas and information  
0.5 = Exchange happens mostly 
within the CERT, mostly in-house 
platforms are used  
0 = The CERT is not part of any 
exchange platforms 

Alerting and 
reporting service 

The CERT prepares and 
forwards status and 
vulnerability reports on 
the current cyber 
situation  
The CERT forwards 
alert messages to 
affected entities 
The CERT forwards 
notifications of acute 
security vulnerabilities 
to affected entities and 
provides advice 

"[...] Situation reports and vulnerability 
reports daily and also this new cyber 
situation report which is only a 
leadership information, that is such a Din 
A4 page in horizontal format, where also 
with traffic light colors is represented, 
how the situation presents itself from the 
point of view of the cyber security area 
of Hessen3C just for this day, also 
divided into Hessian municipalities, 
Hessian State administration Internet 
etc." (I01) 

1 = The CERT is responsible for 
writing status and vulnerability 
reports on the cyber situation and 
sending security alerts to affected 
entities 
0.5 = CERT forwards specific 
security alerts to affected entities  
0 = CERT is not responsible for 
security alerts 

Advisory service The CERT provides 
advice to public 
authorities, citizens, 
private companies, 
politicians and members 
of parliament  
In the case of acute 
alerts, the CERT 
provides advice to the 
affected parties 
The role of CERT is to 
provide information and 
advice. 

"Yes, we have a broad block of 
recommendations that we give to 
external parties, we create various 
products for our customers. These are, on 
the one hand, a situation report, a 
vulnerability report and, more recently, a 
cyber situation report, where we try to 
provide information for different levels 
in a way that is appropriate to the target 
group and the client, I would say." (I01) 

1 = The CERT advises all 
(authorities, citizens, (private sector) 
companies, politicians/members of 
parliament (3/3))  
0.5 = The CERT does not provide 
advice to all stakeholders  
0 = The CERT does not have an 
advisory function 

Information access The CERT collects 
information from 
various sources  
The CERT monitors 
compliance with the 
confidentiality 
requested by 
information providers 

"The CERT is notified, usually by 
telephone or by e-mail, which is still here 
within the state administration. In 
general, these are the two media that are 
used 99.9% of the time. We can also be 
reached by fax, but that is not really used 
anymore these days. For very serious 
matters, there is of course also a 
cryptofax." (I01) 

1 = The CERT has access to 
information via various sources and 
works closely with its partners; 
there are clearly defined rules for 
obtaining information, it monitors 
and receives information (active 
access)  
0.5 = The CERT is neither active nor 
passive 
0 = There is no clear access to 
information and information 
gathering is not clearly regulated  
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Coordination 
competence 

The CERT distributes 
tasks among other 
CERTs on the 
accordance of different 
competences (based on 
experience)  
Tasks are distributed 
among the CERTs inter 
alia by the VCV 

"In any case, and it's also the case that 
between the states, as I said, cooperation 
is also now being pushed by the BSI, they 
of course also want to relieve themselves, 
because all the states approach the BSI 
and say advice please, here and there and 
because of this tool and that tool and 
they are then overwhelmed, even if they 
have a lot of staff, but the states are not 
their only cooperation partner. And 
that's why we in the VCV are trying to 
coordinate with our colleagues from the 
federal states before we go to the BSI and 
ask them." (I01) 

1 = The CERT is part of a clearly 
defined competence distribution 
strategy, e.g., within the framework 
of the VCV, and actively participates 
in the coordination of tasks, e.g., in 
the event of an incident  
0 = The CERT does not participate 
in any distribution of competencies 
but works only for itself 

Public-private 
partnerships 

The CERT cooperates 
with external 
entities/private 
companies  
CERT commissions 
companies for the 
(technical) execution of 
tasks 

"[...] because there are also many data 
that you don't want to give to the 
external e.g., if we now come from the 
political area or from the management 
area, it is always very difficult to work 
together with external parties, that is 
also always a trust issue." (I01) 

1 = The CERT works explicitly with 
external or private-sector entities 
and outsources the technical 
execution of tasks  
0.5 = The CERT accepts requests 
from the private sector, but does not 
work together with them in the 
sense of cooperation and division of 
competencies 
0 = The CERT operates only in a 
government context and has no 
connections to the private sector. 

Information 
Interface ES 

The CERT takes on a 
connecting and a 
separating role by 
advising and mediating 
between agencies 
The CERT liaises with 
other ES  

"For us, however, it is important that the 
cyber security and CERT department is 
of course not an agency of the police or 
the Federal Office for the Protection of 
the Constitution, even if we cooperate 
with them. In fact, we have completely 
different tasks; we want to carry out 
technical analyses. We don't do forensics, 
even if some slides say so. [...]" (I01) 

1 = The CERT operates in an 
intentionally embedded connecting 
role with other ES such as the 
Federal Office for the Protection of 
the Constitution and the police  
0.5 = In individual cases, the CERT 
may cooperate with organizations 
such as the Federal Office for the 
Protection of the Constitution or the 
police, but it does not have a 
permanent role in them 
0 = The CERT works completely 
independently of other agencies 
such as the police or the Federal 
Office for the Protection of the 
Constitution and has no connection 
whatsoever with them 

C LIST OF ACRONYMS 

Table 9. Overview of Acronyms 

Acronym Description 
BSI Bundesamt für Sicherheit in der Informationstechnik  

(German Federal Office for Information Security) 
CERT Computer Emergency Response Team 
CRSIRT Computer Security Incident Response Team 
CTI Cyber Threat Intelligence 
OSINT Open Source Intelligence 
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SME Small and Medium-Sized Enterprise 
TLP Traffic Light Protocol 
VCV Verwaltungs-CERT-Verbund  

(Administrative CERT Network) 
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