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ABSTRACT
Reliable IT-based communication in agriculture is becoming increas-
ingly important for regular operations. For example, if a farmer
is in the field during a network outage, such as a failure of the
mobile network, an alternative communication channel is needed
to continue to connect to IT components and required data. With
increasing digitalization, Low Power Wide Area Network (LPWAN)
technologies are being used more and more frequently, e.g. for sen-
sor networks. The LPWAN technologies offer a high range and can
be used autonomously for the most part, but do not allow classic
TCP/IP communication. In this work, a popular LPWAN technology,
namely LoRaWAN, is experimentally supplemented by AX.25 on
OSI layer 2 (Data Link Layer) to allow end devices TCP/IP-based
communication over long distances. The evaluation shows that
classic low-bandwidth applications are thus functional and can
enable reliable, crisis-capable data transmission.

CCS CONCEPTS
• Computer systems organization→ Embedded systems; Re-
dundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION, BACKGROUND AND
RESEARCH QUESTION

Digitalization is now more than ever permeating all areas of the
life of modern people. Smart Home is a familiar concept for ev-
eryone, ranging from the smart coffee machine to the smart door
lock. But also industry sectors, including critical infrastructures,
like agriculture, become more complex and interconnected through
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digitalization [21] . In order to make agricultural systems intelligent,
techniques from the fields of ‘machine learning’ [24] and ‘big data’
are also used to further support farmers and autonomous systems
[42]. The objective of smart farming is to emancipate from station-
ary control and monitoring systems of a farm. Control interfaces
are now available on common end devices such as smartphones
[37] and tablets. This makes it possible to perform everyday tasks
remotely. Also common to almost all processes and techniques,
regardless of the type of application, is that they require a commu-
nication channel for the purpose of signal or data transmission. For
regular operations in agriculture, communication with other actors
is necessary, which, as described, increasingly takes place via digital
channels [23]. A product research of different large manufacturers
has shown that the available (relevant) possibilities are currently
the following: mobile radio, LAN, WLAN, Bluetooth, satellite, pro-
prietary radio solutions, USB, LoRaWAN, and NB-IoT.

‘Narrowband Internet of Things (NB-IoT)’ and ‘Long RangeWide
Area Network (LoRaWAN)’ belong to the so-called ‘Low Power
Wide Area Networks (LPWAN)’ [14]. LPWAN are different radio
technologies that aim to work using as little energy and as cost-
efficient as possible while at the same time trying to maximize the
radio range. They are often used in the IoT sector [3], where it
is important to connect the highest possible number of devices.
The aforementioned characteristics also predestine LPWANs for
agriculture, where large arable land, livestock pastures, or stables
exist. This is particularly evident in countries with huge farming
areas such as China, the USA, or Australia.

Despite all the benefits for humans, animals, and the environ-
ment, smart farming also brings challenges [4]. Given the current
dependence of agriculture on digitalization, an outage of technol-
ogy can potentially cause great damage. For example, the barn
climate has a direct influence on the health of the animals [38], so
an outage of the air-conditioning system is considered critical. The
‘Federal Ministry of the Interior, Germany (BMI)’ in 2016 issued
an ordinance [7], which lists, among others, the sectors energy,
water, information technology, and telecommunications as critical
infrastructures. Of particular note is the inclusion of the food sector.
This encompasses agricultural companies, which, according to the
ordinance, are particularly worthy of protection. To an increasing
degree, the focus it hence put on implementing interconnectedness
along the food supply chain in a crisis-proof manner [28]. This is
reflected in current research approaches [35], which support the
idea of making smart farming resilient.

However, crises do not have to have the scale of a war or a
nationwide environmental disaster to cause damage to agriculture
and industry. Scenarios such as the outage (of parts) of the Internet
or local emergencies also have significant potential to cause major
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damage. After Egypt was cut off from the rest of the Internet for
five days in 2011, the cost to Egypt’s economy was estimated to be
at least $90 million [20]. For countries heavily dependent on the
internet, the authors estimate the damage at $23.6 million per 10
million inhabitants. Because of its enormous impact, research is
also engaged in illuminating the scenario of internet outages [1].
Also, sector-specific phenomena like ’Agro-Terrorism’ [36] pose a
potential threat in the field.

The research question that arises and which is to be answered
in the context of this work reads as follows: In times of increasing
digitalization in agriculture, how can reliable data transmission to
minimize or partly avoid the effects of local crises (outages of the
internet/mobile network, radio gaps) with regard to operational safety-
relevant processes, be realized?

In this work, a data link & network layer is to be evaluated for a
selected physical layer. It is important that integration into the ex-
isting IT landscape with minimum effort, high interoperability, and
compatibility is possible. For this purpose, the existing protocols
for the physical layer are examined. Taking into account current
research, trends, and the increasing demands and framework con-
ditions developed, our own concept is presented.

2 RELATEDWORK AND COMPARISONS OF
LPWAN TECHNOLOGIES

LPWAN technologies are closely linked to the IoT, which is also
gaining importance in agriculture. Raza et al. [34] give a compre-
hensive introduction to the topic of LPWAN technologies in general.
Chaudhary et al. [8] analyze LPWAN technologies specifically in
the IoT context. Here, they consider NB-IoT, RPMA, SigFox as well
as LoRaWAN. Among other things, the different approaches, advan-
tages and disadvantages, bandwidth, range, as well as the type of
applications for which the respective technology is best suited are
highlighted. Civelek [10] also deal with LPWAN technologies but
in the agricultural context. The author describes IoT as particularly
useful for agriculture and highlights the increasing importance of
wireless technologies. He also attributes to LPWAN technologies
the increasingly important characteristics of security, reliability,
low installation, and operating costs. In addition to mobile commu-
nication, WiMAX and LoRaWAN with long-range, WiFi, Bluetooth,
and RFIDwith short-range are also compared with regard to agricul-
tural applications. They recommend LoRaWAN for large ranges and
Bluetooth 4.0 for short ranges. Finally, the author develops an appli-
cation example and uses LoRaWAN as a transmission technology
for a tractor data acquisition system. An idea for using LoRa-based
peer-to-peer communication in emergency scenarios is found in
the work of Höchst et al. [17]. They propose a low-cost compan-
ion device, consisting of a LoRa transceiver including an onboard
Bluetooth chip that is connected via Bluetooth to a self-developed
messaging app on a smartphone, which allows for infrastructure-
less text communication. A practical evaluation shows that their
approach could allow peer-to-peer chats with a communication
distance up to 2.89 km in an urban environment with low-cost LoRa
hardware. Xu et al. [43] design and implement a LPWAN network
based on the LR(Low Rate) WPAN standard ‘IEEE 802.15.4’ for mon-
itoring critical infrastructure and facilities in cities. A long range
is cited as a critical requirement for such a network. In a test bed,

Table 1: Overview - LPWAN Technologies and Sources

LPWAN Technology Sources

Sigfox [18], [6], [26], [27], [25], [19], [39], [41], [16]
NB-IoT [18] [26], [27], [25], [39], [41], [16]

LoRa(WAN) [18], [6], [26], [27], [25], [19], [39], [41], [16]
RPMA [18] [6], [25], [19], [41], [16]
D7AP [6], [25], [41]

Weightless-* [6], [25], [19], [41], [16]
MIOTY [41], [16]
NB-Fi [25], [41], [16]

it could be shown that the system works well within a radius of
about 3 km. A similar paper to the aforementioned article using
LPWAN technology but set in the context of agriculture and critical
infrastructure was not found at the time of the search. This work
intends to take this circumstance into account. In the following, a
comparison of different LPWAN physical layers is conducted in or-
der to evaluate the most suitable physical layer, taking into account
the context and previously defined requirements.

Due to the ability to bridge long distances with low energy expen-
diture, there is now a multitude of different LPWAN technologies,
so it is first necessary to identify them and thus create an overview.
Therefore, various papers, journals, and market analyses were con-
sidered, and the previously mentioned product analysis was used
to provide the broadest possible overview of technologies from re-
search and industry. Table 1 lists the identified LPWAN technologies
and their researched sources. Eight relevant LPWAN technologies
could be identified, with Sigfox, NB-IoT, and LoRa(WAN) being the
most popular, more specifically, the most widespread ones. The pre-
sented technologies and physical layer, as well as the characteristics
relevant for this work, are summarized in the following Tables 2
and 3. The feasible maximum values are always referenced. Since
LPWANs by definition have a low energy consumption, which may
vary depending on the scenario and the higher layers used, this
characteristic is not included in the tables.

One of the most important requirements for a communication
channel during a local crisis is provider-independent network oper-
ation [15]. This eliminates the technologies SigFox and NB-IoT as
potential candidates in the selection since they can only be operated
via an ‘Internet Service Provider (ISP)’. As explained in the begin-
ning, agricultural areas are very large, which is why the range plays
an essential role. The Weightless-N, Weightless-P, and D7AP tech-
nologies are ruled out because their range is - comparatively - too
short. Moreover, Weightless-N only intends an uplink so that mes-
sages can only be sent but never received. Even though LPWANs
do not achieve high data rates due to their technical characteristics,
it is still desirable to achieve the highest possible data throughput.
From this point of view, the MIOTY and NB-Fi technologies are
eliminated because, at 407 bps and 100 bps, respectively, they do
not reach the kbps mark as the rest of the technologies.

It is now to decide between the last three technologies, LoRa,
RPMA, andWeightless-W. Of these technologies, LoRa has the high-
est range and Weightless-W the lowest. Weightless-W, on the other
hand, allows the highest data rates and RPMA the lowest. One of
the issues with Weightless-W is the utilization of ’TV white spaces’.
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Table 2: Comparison - LPWAN Technologies - Part 1/2

SigFox NB-IoT LoRa(WAN) RPMA D7AP

Technology UNB LTE WB/SS SS 2-GFSK
Band ISM LTE/GSM ISM ISM ISM

Network Operation ISP ISP ISP/Private ISP/Private Private

Data Rate
Up: 100 bps

Down: 600 bps 250 kbps 50 kbps Up: 78 kbps
Down: 19,5 kbps 166 kbps

Range 50 km 10 km 30 km 15 km 2 km
Link Budget 159 dB 164 dB 154 dB 177 dB 140 dB

Table 3: Comparison - LPWAN Technologies - Part 2/2

Weightless-N Weightless-P Weightless-W MIOTY NB-Fi

Technology UNB/DBPSK NB/GMSK+OQPSK WS/Variabel UNB/TS NB/DBSK
Band ISM ISM WS ISM ISM

Network Operation ISP/Private ISP/Private ISP/Private Private ISP / Private

Data Rate
Up: 100 bps
Down: n/a 100 kbps 1 kbps - 10 Mbps 407 bps 100 bps

Range 5 km 2 km 10 km 15 km 50 km
Link Budget n/a 147 dB Variabel 154 dB 176 dB

These frequencies are not available or approved in all countries. In
addition, distribution and hardware availability seems to be very
limited. No freely available hardware components or information
about networks in use could be found at the time of the research.
Due to this and its relatively short range compared to the remaining
technologies, Weightless-W is eliminated as a candidate.

In direct comparison, LoRa has twice the range of RPMA. The
data rates are, depending on the higher layer used, higher with LoRa
(Symphony Link). Only in comparison with LoRaWAN (approx. 50
kbps), RPMA has an advantage in the uplink (78 kbps), but only
a very low downlink (19.5 kbps). One advantage of RPMA is the
use of the free 2.4 GHz band, where there is no duty cycle. In [33],
the future safety of LoRa is predicted to be five times better than
RPMA. This is also reflected in a product analysis, which has already
identified LoRaWAN-capable products. The fact that there are two
other productive LoRa-based protocols in addition to LoRaWAN,
namely Symphony Link and DASH7, underscores this assessment.
In the conference paper of Vangelista et al. [40], LoRa is described
as the most promising technology in the field of ‘wide-area IoT’.
Another advantage is the broad hardware availability from low-cost
DevKits to complete gateways. Based on the arguments presented,
LoRa is preferable to RPMA in direct comparison for the present
scenario.

3 CONCEPT: LORA + AX.25 + IPV4 + TCP
In [29], a data link layer protocol - a variation of the X.25 protocol -
is specially adapted for amateur radio and specifies, inter alia, the
communication via frames [5]. It is mainly used for ‘Packet Radio’,
which is to be understood as the sending and/or receiving of digital
data packets between two end devices via a radio channel. If more
than one device participates, it is also called a ‘packet radio network’.
AX.25 performs typical data link layer tasks such as establishing a

connection between two end devices or providing wireless channel
access.

For packet radio communication using AX.25, a modem con-
nected to a ‘Terminal Node Controller (TNC)’ is required. This
serves as an interface between the terminal device and the modem
by means of a serial connection. End devices in an AX.25 network
either communicate directly with each other or can be arranged
in any topology. If the radio signals of two terminals do not reach
each other due to too great a distance, they can be forwarded to the
destination by one or more digipeaters, which, however, requires
a-priori knowledge of the topology. The ‘Carrier Sense Multiple
Access with Collision Resolution (CSMA/CR)’ method is used to
control access to the radio channel. To identify subscribers, a six-
digit ‘call sign’ ID is specified as the MAC address. Correspondingly,
an AX.25 frame contains at least one source/destination address
for addressing and, in the case of source routing using digipeaters,
the addresses of the respective intermediate stations.

Since the current specification follows the OSI model, it is possi-
ble to use a variety of higher layers. For example, this is utilized by
the ‘AMateur Radio Network (AMPRNet)’, where TCP/IP is used
as a transport and network layer together with AX.25 as a data
link layer. Since 1981, an entire class-A network is available for the
use of IP in amateur radio networks with the regulated 44.0.0.0/8
address block, of which some blocks have been sold so far. The
reserved private class-C address block 44.128.0.0/16 is, however,
open to any amateur radio operator. To send AX.25 frames to a TNC
via serial interface, a protocol is required. Nowadays, the ’Keep It
Simple, Stupid (KISS)’ protocol is most commonly used for this pur-
pose, which was developed primarily for the use of IP over AX.25
[9]. The flexibility of the OSI model for higher layers also applies
to the physical layer in AX.25, as shown in Figure 1. Thus it would
be possible to use a LoRa modem with suitable firmware for a TNC
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and hence enable TCP/IP communication via LoRa. Accordingly,
only TCP/IP capable (legacy) systems would be available for direct
integration into a network. This concept is to be implemented and
carried out in the next step.

1 2 3 4 5 6 7

Application

Layer

Presentation

Layer

Session

Layer

Transport

Layer

Network

Layer

Data Link

Layer

Physical

Layer

HTTP, SSH, ...TCPIPv4AX.25LoRa

Figure 1: Concept of LoRa + AX.25 + TCP/IPv4 in the OSI
Model

3.1 Test Bed: IP-Communication via LPWAN
For the purpose of evaluation, we implement the concept in the
form of a test bed that should allow TCP/IP communication over
LoRa. Regardless of the explicit test set-up, some components are
needed to realize the test bed. First, the actual modem that supports
the selected LoRa technology is required to establish a wireless
connection. The modem, on the other hand, is typically embedded
in a micro-controller platform. This platform can then be used
to equip gateways with it so that they can establish a wireless
connection via LoRa. Finally, two arbitrary terminal devices are
needed that communicate with each other via TCP/IP.

Modem. LoRa is a technology patented by Semtech. Accordingly,
LoRa modems are only available directly from Semtech or from
licensed companies such as HopeRF. With the SX1260/1270/1300
chip family, Semtech has several LoRa modems that differ mainly in
the supported bandwidth and frequency. In this work, amodemwith
the Semtech SX1276 chip is used [12]. This supports the frequencies
released in Europe and offers a link budget of up to 168 dB with a
low power consumption of 9.9mA during the reception.

Micro-controller. In order to use a LoRa modem, a micro-controller
is needed to drive and control it. Generally, any platform can be used
that allows an appropriate connection of the modem, for example,
by means of UART pins. Further peripheral components complete
the platform. This includes the SMA board for the connection of an
antenna. For this work, the micro-controller ATmega1284P fromMi-
crochip is used. It offers 128 kB programmable flash and 1k kB RAM.
As developer board, the RNode (see Figure 2) from unsigned.io is
used [31], which offers a USB port for communication. The selec-
tion is justified by the fact that this board offers the most mature
firmware for a required KISS-TNC.

Gateways. To communicate with two RNodes via TCP/IP, each node
must be connected to a gateway. For the gateways, any hardware
can be used that has a USB port, supports a Linux distribution, and
offers an additional network interface such as LAN or WLAN. For
portability reasons, a virtual machine (VM) is used for the first
gateway. The resources of a VM can also be changed to runtime so
that it is possible, among other things, to extend it with any net-
work adapters and networks. Debian 10.3.0 is used as the operating
system. For reasons of mobility, a laptop is used for the second
gateway.

Figure 2: One RNode with case and the plain circuit board

End Devices. To demonstrate and evaluate the concept, two end
devices are needed that communicate with each other using TCP/IP.
These are implemented as VMs for the same reasons as the first gate-
way. Here, the flexibility of the operating system and the associated
software offer also play a major role.

4 STUDY DESIGN
The utilized hardware has to be structured and arranged in a net-
work topology. The following Figure 3 shows the individual com-
ponents, required networks, and IP addresses of the test setup:

LAN A

192.168.1.0/24

WAN

44.128.0.0/24

LAN B

192.168.2.0/24

End device A:

VM

192.168.1.2

End device B:

VM

192.168.2.2

Gateway A:

VM

LAN: 192.168.1.1

WAN: 44.128.0.1

Call Sign: TESTGW-1

Gateway B:

VM

LAN: 192.168.2.1

WAN: 44.128.0.2

Call Sign: TESTGW-2

LoRa

Figure 3: Schematic Illustration of Test Setup

If end device A wants to communicate with its counterpart B,
the data is first sent to the local gateway A. The gateway knows a
route to LAN B via gateway B and routes the data accordingly via
the LoRa AX.25 WAN link. Gateway B finally forwards the data to
end device B as the final destination. Vice versa, the same process
applies to communication from B to A.

The described experimental setup is varied by the following
parameters:

Distance. To test the range of the LoRa AX.25 WAN link in the
existing hardware constellation, three different distances are to be
covered in line-of-sight, resulting in three series of tests, as shown
in table 4:

LoRa Parameters. As already discussed, LoRa can be influenced by
the parameters frequency, spreading factor, bandwidth, and coding
rate [2]. The frequency used is 869.4 MHz for all settings. The fre-
quency is not varied due to radio regulation. The maximum duty
cycle of 10% is possible in the bands between 869.4 and 869.65 MHz,
so a frequency within this range was chosen. For the remaining pa-
rameters, three different constellations are described below, which,
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Table 4: Test Series

Aim Distance [m]

Series A feasibility 10
Series B medium range functionality 100
Series C long range functionality 1,000

similar to the test series, are intended for short, medium, and long
distances, respectively, as shown in table 5:

This provides 9 combinations of test series and LoRa settings.

4.1 Implementation
Since the required AX.25 packages are not included by default in
the Linux distributions being used, they must first be post-installed
on both gateways:

# sudo ap t i n s t a l l l i b a x 2 5 ax25−apps ax25−
t o o l s

The next step is to configure the AX.25 Data Link Layer. The
following entry is added to the file /etc/ax25/axports:

ax0 TESTGW−X 115200 484 5 LoRa Gateway

Here, ’ax0’ stands for the name of the AX.25 port and ’TESTGW-
X’ for the AX.25 call sign ID, the X having to be replaced correspond-
ingly with gateway A by 1 or with B by 2. The number ’115200’
represents the baud rate, ’484’ represents the MTU, and ’5’ repre-
sents the window size. These values are specified by the platform
firmware used, only the window size can be changed. However,
since this is used by the platform developer, no changes are made.
The last option serves as a free description text.

When the data link layer is ready for use, the network adapter
can be configured. The file /etc/network/interfaces.d/ax0 is
created for this purpose and provided with the following static IP
settings:

i f a c e ax0 i n e t s t a t i c
a dd r e s s 4 4 . 1 2 8 . 0 . X
netmask 2 5 5 . 2 5 5 . 2 5 5 . 0
network 4 4 . 1 2 8 . 0 . 0
b r o a d c a s t 4 4 . 1 2 8 . 0 . 2 5 5
pre−up k i s s a t t a c h / dev / t tyUSB0 ax0
post −down p k i l l −9 k i s s a t t a c h ; rm − f /

var / l o ck /LCK . . t tyUSB0

Here, in the same manner as further above, the ’X’ must be
replaced by 1 or 2 respectively.

Now it is necessary to connect the RNode platforms to one of
the gateways via USB. Usually these are available under the file
/dev/ttyUSB0. In order for an RNode to function as TNC, it is nec-
essary to put it into TNC mode. For this, the ’RNode Configuration
Utility’ [32] can be used with the following command:

# sudo . / r n o d e c o n f / dev / t t yUSB0 −T −− t xp 17
−− f r e q 8 6 9 4 0 0 0 0 0 −−bw 250 −− s f 7 −− c r 1

The parameter ’T’ is required to place the RNode under
/dev/ttyUSB0 in TNC mode and ’txp’ for setting the radio strength

in dBm. Subsequently, the frequency is given through ’freq’, fol-
lowed by the setting ’bw’ for the bandwidth. Finally, the spreading
factor is determined with ’sf’ and the chip rate is being set with
’cr’. Depending on the LoRa setting, the command must be adjusted
accordingly.

It is then possible to make the Linux network interface available
under the name ax0:
# sudo i f u p ax0

The command in the pre-up operation causes the USB-connected
RNode to be used as TNC and initialized from the ‘axports’ file with
the previously defined setting named ax0.

From this stage on, it is possible for the two gateways to com-
municate with one another via their respective network interface
ax0. Static ARP entries help to reduce network load. In order to
enable terminals of the different networks which are also connected
to LAN ports to communicate with one another, routes to the re-
spective LAN network must be introduced to the gateways. To
expand the ARP/routing table of Gateway A accordingly, the arp
or ip configuration tool is being applied:
[ root@GatewayA ~] # arp − s −H ax25 4 4 . 1 2 8 . 0 . 2

TESTGW−2
[ root@GatewayA ~] # i p r add 1 9 2 . 1 6 8 . 2 . 0 / 2 4

v i a 4 4 . 1 2 8 . 0 . 2

For gateway B, the command reads:
[ root@GatewayB ~ ] # arp − s −H ax25 4 4 . 1 2 8 . 0 . 1

TESTGW−1
[ root@GatewayB ~ ] # i p r add 1 9 2 . 1 6 8 . 1 . 0 / 2 4

v i a 4 4 . 1 2 8 . 0 . 1

In order for the Linux Kernel to route the received IP packets, the
associated functionality must finally be activated on both gateways:
# e cho 1 > / p r o c / s y s / n e t / i p v 4 / i p _ f o rwa r d

At the very last, the static IP settings must still be made on the
terminals in accordance with the mapping of the test setup. Since
this is different, depending on the terminal and operating system
used, and does not represent any challenge, it will not be discussed
in detail.

5 RESULTS
In order to obtain unadulterated results, the measurements are car-
ried out with the two gateways. The regular network parameters
data rate, latency, and packet loss are measured for the combina-
tions of test series/LoRa settings. This results in a total of 9 mea-
suring points for each network parameter, providing a total of 27
measurements.

Data Rate. To determine the data rate, the frequently used open-
source software iperf3 for network measurements is being applied.
iperf3 is realized through a client / server application, so that a
gateway displays the iperf3 server and the other combines to this
as client.

First, iperf3 version 3.1.3 is launched in the verbosen TCP-server
mode on gateway A and the report interval on two seconds is set:
[ root@GatewayA ~] # i p e r f 3 − s −V − i 2
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Table 5: LoRa Settings

Application Scenario Spreading Factor Bandwidth [MHz] Coding Rate

Setting 1 short distance, high data rates 7 250 1
Setting 2 medium range, lower data rate 9 125 1
Setting 3 maximum range and reliability 12 125 1

To launch the measurement, the verbose iperf3 client mode is
executed on Gateway B with the following command:
[ root@GatewayB ~ ] # i p e r f 3 −c 4 4 . 1 2 8 . 0 . 1 −V

Depending on the LoRa setting and distance, it is necessary to
limit the number of bytes to be transmitted, otherwise the transit
times become too long. This can be influenced with the parameter
’n’, so instead of time-based transfer with the following command
10240 bytes data are transferred:
[ root@GatewayB ~ ] # i p e r f 3 −c 4 4 . 1 2 8 . 0 . 1 −V

−n 10240

Latency and Packet Loss. To determine the latency and the number
of lost packets, the ‘Internet Control Message Protocol (ICMP)’ and
the application ‘ping’ contained in the operating system are inserted.
For TCP latency measurements, applications such as nuttcp or qperf
are also available, which, however, cannot runwith all LoRa settings.
Instead of measuring the packet loss of the TCP protocol, it can
already be determined at IP or ICMP level. The micro-controller
platform offers relatively little RAM and buffer for the TCP protocol
compared to fully developed gateway hardware, therefore a packet
loss could be due to these circumstances. In order to measure the
quality of the link and not to explore the hardware limits, the packet
loss is therefore determined without the TCP.

To get an empirical average, the number of sent ICMP packets
is increased to 100, and the operation is started with the following
command:
[ root@GatewayB ~ ] # p ing −c 100 4 4 . 1 2 8 . 0 . 1

Thereafter, Gateway B begins sending sequential ICMP echo
requests to Gateway A. After receiving the ICMP echo response
from Gateway A, the complete circulation time of the ICMP packet
pair is issued as the measurement result.

For higher transit times, it is necessary to adjust the default
setting of the timeout and transmission interval, otherwise incorrect
measurements will likely occur. For a timeout of 10 seconds using
parameter ‘W’ and a transmit interval of 10 seconds with parameter
‘i’, the command reads:
[ root@GatewayB ~ ] # p ing −c 100 4 4 . 1 2 8 . 0 . 1 −W

10 − i 10

Results of the different test series measurements are shown in
three Tables 6, 7 and 8. In the results of the data rate and latency,
the measured values each reflect the mean value of the test.

As can be derived from the measurements, the LoRa radio con-
nection is stable at 10 meters with all settings since no packet losses
have occurred. The maximum data rate and minimum latency are
achieved with LoRa-Setting 1. LoRa-Setting 3, which is explicitly
intended for large distances, provides the lowest data rate and

Table 6: Measurements - Test Series A, 10 Meter

Data Rate
[kbps]

Latency
[ms]

Packet Losses
[#packets]

LoRa-Setting 1
(SF=7; BW=250 kHz; CR=1) 4,30 385,928 0

LoRa-Setting 2
(SF=9; BW=125 kHz; CR=1) 1,02 1322,451 0

LoRa-Setting 3
(SF=12; BW=125 kHz; CR=1) 0,0547 8471,749 0

Table 7: Measurements - Test Series B, 100 Meter

Data Rate
[kbps]

Latency
[ms]

Packet Losses
[#packets]

LoRa-Setting 1
(SF=7; BW=250 kHz; CR=1) 4,31 384,037 0

LoRa-Setting 2
(SF=9; BW=125 kHz; CR=1) 1,02 1322,658 0

LoRa-Setting 3
(SF=12; BW=125 kHz; CR=1) 0,0543 8471,936 0

Table 8: Measurements - Test Series C, 1,000 Meter

Data Rate
[kbps]

Latency
[ms]

Packet Losses
[#packets]

LoRa-Setting 1
(SF=7; BW=250 kHz; CR=1) 4,08 382,778 2

LoRa-Setting 2
(SF=9; BW=125 kHz; CR=1) 1,02 1323,771 3

LoRa-Setting 3
(SF=12; BW=125 kHz; CR=1) 0,0552 8472,444 1

highest latency values. The measurement results show that even
at 100 meters the radio connection is stable for all settings since
no packet loss has occurred. From the results of the 1,000 meter
test series, it can be deduced that the radio connection has some
packet losses. However, these are so small that the radio connection
can be regarded as fairly stable. The lowest packet loss is seen in
LoRa-Setting 3, which, however, provides the worst data rate and
latency. It could be concluded from this that the LoRa-Setting 1 is
preferable since it has the best values on average.

As can be followed from the measurements, the LoRa-Settings
have a decisive influence on data rate, latency, and packet loss. The
settings differ in the spreading factor and partly in bandwidth, with
a constant coding rate of 1. The LoRa-Settings 2 and 3, which differ
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Figure 6: Measured Packet Loss

only in the spreading factor, indicates that changes on these level
have an impact on the measured data rate and latency.

The Figures 4, 5, and 6 illustrate the relationship of the individu-
ally measured parameters to the respective LoRa settings for each
test series.

The correlation between transmission time and different packet
sizes is illustrated in figure 7. The bandwidth and coding rate are the
same as LoRa-Settings 2 and 3. The figure reveals that an increase in
the spreading factor is accompanied by a reduction in the data rate
or, conversely, an increase in the transmission time required. The
calculated values can be derived directly from the LoRa technology.
The document ‘LoRa Modulation Basics’ from Semtech is available
for this purpose, which contains a detailed derivation [11].

6 DISCUSSION
The selection of measurement applications showed that, for ex-
ample, nuttcp or qperf, especially with low throughput and high
latency as given with LPWAN technologies, do not work reliably
and could be optimized for these. Operating system standard tools
such as ping or netcat, on the other hand, prove to be fully func-
tional even under these conditions with certain parameters. Special
measurement applications for LPWAN and similar technologies
would be desirable.

The slight variations in the measured values from different test
series and one LoRa setting in particular illustrate the long-range
character of the technology and the potential for bridging long
ranges. In general, the fluctuations are within normal measurement
tolerances, although at 1,000meters, the somewhat larger deviations
could be attributed to interference factors in the measurement path.
In general, LoRa-Setting 1 delivers the best-measured values in all
test series. Since even at the largest tested distance of 1,000 meters,
the measured values are similar or equal to those of the previously
tested distances, it can be concluded that much larger ones could
be bridged. This is also consistent with the researched ranges of
the physical layer comparison from section 2.

The successfully tested functionality of TCP and application pro-
tocols such as HTTP and SSH enables a whole range of different
scenarios for monitoring or operating IT systems relevant to oper-
ational security in the event of a local crisis. In the case of HTTP,
it is particularly noticeable that it remains functional in principle
even with the low data rate and high latency of LoRa-Setting 3. In
principle, the data rates achieved should also be sufficient for other

application protocols based on TCP, such as the text-based proto-
cols Telnet or SMTP/IMAP. Database connections or file transfers
via FTP are also possible scenarios.

The limits of the test bed can be seen in the hardware used,
among other things. The RNode developer platform has only very
limited capacities and buffers, which are particularly important
for the TCP protocol due to the connection orientation. Since the
associated firmware is mainly developed by a single person and is
intended for test purposes, it also has its limits when dealing with
TCP. Whether a special application is ultimately functional with the
concept or with technologies that have a low throughput and high
latency depends on the protocol used and the individual application
behavior, such as hard-coded timeouts. Another limitation is the
SMA antenna with dimensions of only L105 × W10 × H10 mm.
Especially at very large distances, an exchange is necessary in order
to continue to exploit the range advantage of LoRa technology and
to ensure a more stable connection [30]. Height positioning also
plays an important role. For the same reasons, the height used in
the test bed for positioning the antenna should be further increased
by approx. two meters for large distances.

The tested application protocols, hardware components, and the
test bed itself consequently hold potential for optimization. For
HTTP, it is advisable to utilize the cache mechanisms contained
in the protocol. If the requested data has not changed, this saves
having to retransmit data when pages or functions are called, so
that applications respond faster or better overall. Besides, the use of
the SSH protocol can also be optimized. Continuous performance
could be further increased by appropriate hardware. A platform
with sufficient computing power and memory for buffers, as well as
improved firmware optimized for TCP, could additionally increase
the data rate. For long distances, as is common in agricultural
fields, the range can be optimized by appropriately dimensioned
and height-positioned antennas. However, even with the small
antenna used, an increase is still achievable at 1,000 meters, as the
technical evaluation shows.

7 CONCLUSION AND FUTUREWORK
The research question that we posed in Section 1 is as follows: In
times of increasing digitalization in agriculture, how can reliable data
transmission to minimize or partly avoid the effects of local crises
(outages of the internet/mobile network, radio gaps) with regard to
operational safety-relevant processes, be realized? To give an answer
to this question, we firstly developed a concept based on our as-
sessment of requirements and available (technical) options. Our
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Figure 7: Calculated LoRa Airtime vs. Spreading Factor, Source: [13]

concept allows the usage of classic IP-based communication pro-
tocols via a LoRa communication channel. This could be useful,
e. g., to create redundant data transmission for critical information,
like error messages of cattle shed air-ventilation systems, or to
connect multiple stakeholders in cases of an Internet outage. Both
examples of use could be mission-critical for the food production
of an agricultural company. An implementation in the form of a
test bed was able to confirm the general feasibility of our concept
for different application protocols, distances, and settings.

Of interest would be further investigations of LoRa technology
in the context of TCP. This includes the optimization potential
of the test bed mentioned in the discussion. Since the full range
potential of LoRa technology is not yet exhausted in the test bed,
it would be of further interest to explore the limits with the given
hardware. Also the AX.25 protocol supports more features, like
so-called ’digipeaters’, that allow packet forwarding over several
hops, so even greater distances could be bridged than possible
with a point-to-point connection. The development of a KISS/TNC
firmware for more powerful hardware platforms would also be
desirable, thus allowing more test scenarios to be evaluated that
do not fail due to hardware or firmware limitations. Last but not
least, the point of IT security could also be considered specifically
for the scenario of critical infrastructures and their communication
channels. In the future, it can be assumed that research will look
at other IP-based solutions for LPWAN technologies and focus
more on TCP since marketable solutions already exist for UDP.
Thus, similar to the SCHC technology designed for UDP, which
is currently still being standardized at the IETF, a variant for TCP
would be conceivable. It remains uncertain which of the LPWAN
technologies will prevail in the future within agriculture and in
which protocol composition. However, it has been shown that LoRa
technology is a promising candidate for this.
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