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Abstract	 — People are using social media to a greater extent, 
particularly in emergency situations. However, approaches for 
processing and analyzing the vast quantities of data produced 
currently lag far behind. In this paper we discuss important 
steps, and the associated challenges, for processing and analyzing 
social media in emergencies. In our research project EmerGent, a 
huge volume of low-quality messages will be continuously 
gathered from a variety of social media services such as Facebook 
or Twitter. Our aim is to design a software system that will 
process and analyze social media data, transforming the high 
volume of noisy data into a low volume of rich content that is 
useful to emergency personnel. Therefore, suitable techniques are 
needed to extract and condense key information from raw social 
media data, allowing detection of relevant events and generation 
of alerts pertinent to emergency personnel.	  

Keywords—social media; information gathering; information 
mining; ontology; emergency services; emergencies; information 
quality; information visualisation 

I.    INTRODUCTION AND PROBLEM DESCRIPTION 
Social media (SM) is a fast growing phenomenon for 

creating and maintaining social links. The convergence of 
social networking and mobile technology is shifting the way 
people communicate, as well as their methods for gaining and 
sharing information. During disasters throughout the world, 
such as the 2013 European Floods [1], 2013 Colorado floods 
[2], or 2012 Hurricane Sandy [3], SM has been widely used. 
For example, the term “Sandy” generated over 3.4 million 
mentions across Facebook and Twitter.  

Information available on SM is rapidly becoming an 
important source for enhancing situation awareness [4]. An 
important challenge we face within our work is to transform a 
high-volume of data, much of which is irrelevant or duplicate, 
from SM into a low-volume of rich information for recipients. 
Emergency services, such as the fire or police departments, 
currently do not have the resources to use potentially 
emergency-related information from SM, thus risking the loss 
of essential information in an emergency [5]. The development 
of adequate methodologies and techniques from many fields, 

including those of data mining and information quality, are 
essential for us to resolve this dilemma [6].  

This work is part of the research project EmerGent. This 
project aims to analyse the positive and negative impact of SM 
in emergencies (by using the developed software system as an 
instrument), to enhance the objective and perceived safety and 
security of citizens before, during and after emergencies. 
Moreover, this project will strengthen the role of European 
companies dealing with services and products related to the 
results. In this paper, we discuss the key steps we plan to 
incorporate into our software system for processing and 
analysing SM data streams in emergencies.  We begin by 
discussing each of the main stages of our system, in their 
logical order. Thereafter we discuss some preliminary 
visualisation techniques for handling the amount of data, 
before concluding with a broad outlook as well as a discussion 
of further work. 

II.   IMPORTANT STEPS FOR PROCESSING AND ANALYZING 
SOCIAL MEDIA STREAMS 

According to the crisis communication matrix in [7] we 
generally distinguish between four main directions of 
communication: (1) communication between citizens (C2C), 
(2) between authorities (A2A) and (3) from citizens to 
authorities (C2A) and (4) vice versa (A2C). For the discussion 
in this paper we are focusing on the communication that occurs 
via SM from citizens to authorities and the communication 
between citizens (C2A and C2C). These communications are 
most relevant when processing data for emergency services, 
because it is currently not possible for emergency services to 
efficiently use this information without some automated 
processing in place. Furthermore, especially in the 
communication between citizens, relevant unusual events or 
warnings may occur before, during and after emergencies, 
allowing emergency services to track the full lifecycle of an 
emergency.  

A simplified process for obtaining useful information from 
SM is shown in Fig. 1. After the selection of different data 
sources and SM services, data must be gathered and then 



adjusted to obtain homogeneous data sets. In the next step, the 
slightly pre-processed data is enriched by the application of 
approaches to extract important meta-data like date/time, 
author or language from the content, but also further implicit 
information like the sentiment of social media posts. Based on 
the enriched data a deeper analysis, such as semantic analysis, 
can be applied to identify relevant information. 

 

 
Fig. 1. Simplified process for processing and analyzing SM data 

 

A.   Information Gathering and Data Preparation  
Key challenges when gathering and analyzing SM are the 

diversity of SM services and the presence of different data 
formats (e.g. a tweet in Twitter or a video in YouTube). 
Therefore, to allow further processing of the heterogeneous SM 
information we need to standardize the exchange data format. 
There are already approaches existing that attempt to 
harmonize multiple SM services on a data level. Due to their 
wide usage and deployment the OpenSocial1 API formats 
deserve a closer inspection.  

OpenSocial specifies an Activity Streams format whereby 
an activity is defined as “a semantic description of potential or 
completed actions”, which has at least a verb (the type of 
activity, e.g. like, post, share), an actor (e.g. the creator) and an 
object (e.g. an image or message object), but may also contain 
a target, participants and further attributes. There are already 
multiple verbs and object types defined within the 
specification. For instance, a Place object may contain the 
attributes latitude, longitude and altitude. Although the 
specification allows modeling the activities of liking, sharing 
and so on; there are no attributes designated to carry 
information such as “20 users shared/liked this post”, which 
need to be implemented in the post-processing application. 
Activity objects must be encapsulated in a Collection object 
before serializing and returning them as a JSON2 object. The 
benefit of the exchange format of Activity Streams is that each 
client, which will be built upon Activity Streams, can 
automatically process the output. The Activity Streams 2.0 
Action Handlers specification provides standard mechanisms 
allowing client applications to perform actions (e.g. like or 

                                                             
1 http://www.w3.org/blog/2014/12/opensocial-foundation-moves-standards-

work-to-w3c-social-web-activity/ 
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share a video) without prior knowledge of the underlying 
architecture. 

Other challenges in gathering social media data are the 
different technical and business-oriented limitations [8].  For 
example, many sites have rate limits for freely available data.  
Of course these restrictions can be lifted for a cost, but this 
depends on the income restriction of users.  

B.   Data Enrichment 
Various studies indicate that extraction of relevant 

information is a major challenge [9], [10]. Different 
circumstances require different assessment methods [11], and 
different data or meta-data. We can distinguish between 
source-based and computation-based enriched data: source-
based data is either directly given by the raw data, or not 
provided, and therefore requires no further computation besides 
extraction. The actual source-based data varies among different 
social networks such as Facebook, Google+, Instagram, Twitter 
or YouTube and is restricted by different technical and 
business-oriented limitations [8]. Provided data includes date, 
time, sender, title, tags, keywords, comments, replies, answers, 
number of views, dislikes, retweets, shares, age, gender, 
location, education, uploads, watches, total posts and real 
name. In addition to source-based enriched data, we will 
provide computation-based enriched data, which requires one 
or multiple steps of algorithmic computation. Whilst some of 
the computations can be done on the local server, others may 
require the invocation of remote APIs. Computationally 
obtained data includes language detection and sentiment 
analysis [12].  

Related work has been carried out in this field: [13] collects 
data with useful features (like from Facebook and Twitter) and 
analyzes them to add new features (e.g. sentiment score);  [14] 
presents a graph-based model of contributor relationships and 
combines it with content and usage based features to exploit 
community feedback (such as links and explicit quality ratings 
from members) to automatically identify high quality content 
in “Yahoo! Answers”. Answer length, the number of “thumbs 
up” and the non-stop word overlap with the questions were all 
identified as potential indicators. Therefore, the enrichment of 
SM data is clearly a valuable process in a number of scenarios 
and our techniques will almost certainly be interesting for other 
application fields as well.  

The provision of enriched data is helpful due to the fact that 
situation assessment has been shown to be very subjective [15]. 
Thus, information needs to depend on personal feelings, 
experience and the situation itself [16]. However, wherever 
information is gathered and analyzed, and information systems 
are implemented to support this task, there is a common 
challenge: how to implement information systems to allow 
both the automatic selection of relevant data and the 
possibilities for end-users to adapt this automation and enable 
tailorable quality assessment according to their needs [11]? 
Enriched data will help us to face this challenge. 



C.   Information Mining 
The two stages we have discussed so far provide us with 

enriched SM data in a common format. This enables us to 
easily mine the data to obtain the key information for 
emergency services. During information mining (IM), 
messages enriched with meta-data become transformed into 
information objects representing domain-related knowledge. 

Many standard IM techniques have been developed and 
successfully implemented across a range of applications [17], 
[18]. However, mining SM comes with a set of unique 
challenges which have been the focus of much research in 
recent years [19]–[21]. Standard natural language processing 
(NLP) tools often fail when faced with the non-standard, 
‘messy’ language frequently found in SM [22], [23]. This is 
compounded by the issues of scalability that are present with 
SM data. During a crisis there is often a huge surge of related 
activity online [24], and the mining tools must be able to 
competently deal with these increased volumes of data.  

Many SM messages will contain very similar content, thus 
we need to remove any duplicate information and consolidate 
the unique information into related events. This is done using 
clustering algorithms with various similarity measures [25], 
[26]. For our system, we are only interested in messages 
relevant to emergency authorities. In our investigations we 
have found that searching social media for specific keywords 
thought to be relevant to emergency services leads to a large 
amount of irrelevant data from social media.  Thus it is 
essential that we are able to classify messages accordingly. We 
do so using a Naïve Bayes Classifier, variants of which are 
commonly used in spam filtering of email.  Using these filters 
vastly reduces the amount of information emergency services 
need to assess, and ensures that a significantly higher 
proportion is relevant. As well as removing irrelevant 
information, we need to extract additional information about an 
event which will be needed by the user, such as its location and 
coverage. To do so, we analyze the enriched data as well as 
using additional NLP techniques on any textual content.  

Our combination of mining techniques consolidate multiple 
SM messages into an information-rich event. However, we 
need a suitable method to model this event information. It is to 
this stage in our processing pipeline that we now turn. 

D.   Semantic information modelling with ontologies 
During information mining, data is transferred into 

information that needs to be understood in a domain-specific 
context. [27] summarizes it as follows: “Semantic technologies 
have the potential to help people cope better with social media-
induced information overload. Automatic semantic-based 
methods that adapt to individual’s information seeking goals 
and summarize briefly the relevant SM, could ultimately 
support information interpretation and decision making over 
large-scale, dynamic media streams.”  

The importance of having a common understanding within 
emergencies, especially in emergency management has been 
recognized; consequently, different vocabularies, taxonomies 
and ontologies have been created by multiple agencies 
involved in emergency prevention, response and recovery 
processes. On-going research [28], [29] has shown that the 
need for a common understanding of concepts within and 
across domains is important to avoid misunderstandings. A 
further issues is that it is common practice to build an ontology 
from scratch, which does not tap the existing potential of 
relevant, domain-related knowledge bases. Thus ontologies are 
often implicitly tailored to a specific need [30]. To facilitate 
information exchange with external systems, projects or 
domains it is necessary that new developments build upon 
existing standards. Therefore existing information models like 
FOAF3, SIOC4 or MOAC5 must be considered in order to build 
an ontology that associates information from SM with domain 
knowledge. 

Our general approach is to reuse and extend existing 
information models in order to combine extracted emergency 

                                                             
3 Friend of a Fried (http://www.foaf-project.org) 
4 Semantically-Interlinked Online Communities (http://sioc-project.org) 
5 Management of a Crisis (http://www.observedchange.com/moac/ns/) 

Fig. 2. Approach to build the EmerGent ontology (Example) 



related content with social media data. The general idea of our 
approach is shown in Fig. 2. The emergency services domain is 
shown on the left, to describe a simple emergency situation. 
Each emergency may have several incidents or reports on 
incidents. The right side represents the structure of SM data 
(including some meta-data). Typed relations, so called 
semantic relations, are used to do the mapping between these 
two “worlds”. In this example there is a relation “reports 
about” to associate artefacts (a tweet can be a twitter artefact) 
with an incident.  Hence, from a modelling perspective the 
main steps are: 

•   Development of a model to describe data from SM in 
order to understand the structure with all features, 
properties and constraints in SM. Particularly 
available meta-data like replies, mentions, references, 
keywords, timestamps, geo-location etc., has to be 
structured in a common way to apply IM and 
information quality methods not only on the content 
of an SM information object itself. It is necessary to 
understand the semantics of SM data, because 
otherwise it would be hard to exploit the full potential 
of SM, especially in emergency situations. 

•   Development of a model to describe domain-related 
information of the emergency services. The purpose 
is to model emergency-related information like 
incident descriptions, alerts or requests.  

•   Build a mapping between domain-related information 
and information from SM. The mapping approach 
enables emergency services to comprehend the 
associations between emergency-related information 
and processed data from SM (E.g. tweets, Facebook 
posts).  

 
The ontology will be used to apply semantic analysis on 

gathered data from SM. This includes the application of further 
data mining methods to detect patterns, incidents or unusual 
events as well as the detection of correlations. Another 
advantage of this approach is that emergency services are not 
necessarily required to deal with tweets or posts and may work 
with domain-related information. 

E.   Information Quality 
With the empowerment of the general public and the 

abundance of information on SM, fostering information quality 
(IQ) is central for decision makers to achieve an effective and 
efficient outcome in the emergency response [31]. Because of 
the huge amount of data and unclear content quality, the 
challenge is to provide an automated process and IT-based 
solution for the assessment.  

Very little has been done to examine the quality of data 
obtained through SM tools and technologies [32]. Although 
there are concerns about the quality of SM information, 
understanding of relevant quality attributes and effective means 
for assessing them is limited. This has raised, for many 
researchers, the question of the quality of user-generated 
content in SM [33], especially in the domain of emergency 
management. Therefore, the challenge is in a first step to define 
an adequate IQ framework of criteria and relevant indicators 

influencing the defined criteria (see Fig. 3). Adequateness 
means relevant criteria to assess the IQ of SM data for 
emergency service, like timeliness, understandability and 
believability [34] and also the criterion “trustworthiness” which 
becomes more and more significant in the context of quality of 
SM data (e.g. [35], [36]). Initially the defined criteria determine 
equally the overall value for the IQ.  

 
Fig. 3. Structure of IQ framework 

But another issue is that something perceived as excellent 
quality by one user might be considered to be of poor quality 
by another user [37]. This leads to the challenge to enable a 
flexible and dynamic assessment of the information on SM. 
The weighting of the criteria of the IQ framework are initially 
equally influencing the overall value of the IQ, but can be 
adjusted based on the preferences of the user. Thereby the 
concept is to even allow the complete suppression of a 
criterion.  

In addition to the appropriate definitions of criteria and 
indicators, a further challenge is the determination of the 
acceptable reference values for the assessment of the 
indicators. For example, it is necessary to specify the 
acceptable time frame of the time stamp. Currently, statistics in 
the literature (e.g., 75% of the engagement on a Facebook post 
happens in the first 5 hours)6 and requirements and feedback 
gained during interviews and workshop with end-users from 
emergency services are taken into account.  

Another example is the understandability of a SM message. 
Appropriate indicators including spelling and post length [38]. 
The assessment of these indicators (and hence reference 
values) may change according to the considered SM channel. 
E.g. Twitter is limited by 140 characters per message and 
therefore forces users to use short sentences and abbreviations. 
By assessing these types of indicators it is therefore necessary 
to consider the source. Individual  preferences (e.g., the 
language) also have an effect on the assessed value of the 
understandability. Again, the approach is a flexible and user-
oriented approach, which allows the adjustment of the 
reference values (e.g., add further languages).  

 

 

 

                                                             
6 http://blog.digitalinsights.in/social-media-users-2014-stats-

numbers/05205287.html  



F.   Alert Detection 
The alert detection operates on mined and quality-rated 

information to detect emergency-related events such as “two 
injured persons detected”. An alert has at least a type (e.g. 
“Injured Person”) to describe the context of the event, a 
timestamp and information on the event source (e.g. the 
senderID).  

The alert detection is always domain-related because 
involved parties, such as fire or police departments, have 
different duties. Basically, it acts like a semantic reasoner on an 
information space to infer logical consequences from asserted 
facts or axioms. Whenever something in the information space 
changes, defined rules may become true and new alerts will be 
generated. There are several existing tools and frameworks, 
such as Drools7, Flora-28 or Jena9, available to build a semantic 
reasoner. However, apart from technical details, the main 
challenge for the development of suitable alert detection relies 
on the definition of facts and axioms to define relevant alerts, 
because of the need of broad domain knowledge. 

G.   Information Visualisation 
There are several kinds of visualisation techniques for 

complex datasets (including SM datasets): simple lists, spatial 
and temporal representations or charts and graph-based 
visualisations. The project aims at combining such techniques 
in a layered and modular concept. The high-level visualisation 
applies very restrictive filters to keep the amount of data as 
small as possible. The low-level visualisation provides a more 
detailed view on the data. Three types of user groups require 

                                                             
7 http://www.drools.org/  
8 http://flora.sourceforge.net/ 
9 https://jena.apache.org/ 

the entire chain from high-level to low-level visualisations: 
citizens, emergency services and researchers.   

Citizens are expected to be interested in more aggregated 
information (e.g. as lists and spatial representations).  
Emergency services will also be interested in the aggregated 
information, but will want to be able to request more detailed 
information. For example, if emergency personnel receive an 
alert, they need the option to investigate the origin or the 
reason for it. Thus it must be possible to visualise the 
dependencies between alerts and single posts which initiated an 
event. These can be temporal representations or graph-based 
visualisations. Finally, researchers are primarily interested in 
details and potential relations between data objects. 
Researchers also include system developers, who want to know 
about activities inside the system, in order to improve 
functionalities.  This will mainly involve graph-based 
visualisations and charts. 

The visualisation techniques will be implemented in a 
flexible framework for researchers, as interface for emergency 
services, and as an app for citizens. Fig. 4 shows the exemplary 
implementation of different visualization techniques in the 
framework, which initial version was developed in former 
projects [39]. 

III.  DISCUSSION AND CONCLUSION 
In this paper we have outlined a strategy for processing and 

analysing SM data streams. This set of tools can be used 
before, during, and after emergencies. We discussed the key 
steps for an appropriate processing and analysis system: (A) 
information gathering (incl. data preparation), (B) data 
enrichment, (C) semantic information modelling with 
ontologies, (D) information mining, (E) information quality, 
(F) alert detection and (G) information visualisation. 

Fig. 4. Exemplary implementation of visualisation techniques [39] 



There are data exchange formats available, which can be 
enhanced to fulfil the requirements of the proposed integrated 
concept. A variety of attributes can be extracted from the 
heterogeneous SM services and transferred into a 
homogeneous data format. More complex computations like 
duplicate and relationship detection between information 
objects will be done by information mining methods. 
Information quality assessment will analyse information 
objects based on a framework of suitable criteria for SM data in 
emergencies. Alert detection will complete the concept of 
transferring high volume, but unclear information content into 
low volume and rich content suitable for emergency services. 
The information visualisation builds upon a layered and 
modular concept for three stakeholders with different 
requirements. 

In the next stages of our work, the described concept will 
be designed and implemented further (as part of an IT-system 
within the EmerGent project), following the principles of 
service-oriented architectures. Each sub-process will be 
designed and implemented as a single (sub-)system component. 
A central service orchestration component will allow us to edit 
workflows in a very flexible manner. The system will be tested 
by emergency services, as well as with mobile apps by 
emergency services and citizens. To support the analysis of the 
positive and the negative impact of SM in emergencies, 
visualisation techniques for SM data will be applied across all 
user interface prototypes. The system will then be made 
available to emergency services and citizens to perform deeper 
evaluation of the project. 
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